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Abstract:

The potential for gamma emission tomography (GET) to 
detect partial defects within a spent nuclear fuel assembly 
has been assessed within the IAEA Support Program 
project JNT 1955, phase I, which was completed and 
reported to the IAEA in October 2016. Two safeguards 
verification objectives were identified in the project; (1) 
independent determination of the number of active pins that 
are present in a measured assembly, in the absence of 
a priori information about the assembly; and (2) quantitative 
assessment of pin-by-pin properties, for example the 
activity of key isotopes or pin attributes such as cooling time 
and relative burnup, under the assumption that basic fuel 
parameters (e.g., assembly type and nominal fuel 
composition) are known. The efficacy of GET to meet these 
two verification objectives was evaluated across a range of 
fuel types, burnups and cooling times, while targeting a total 
interrogation time of less than 60 minutes.

The evaluations were founded on a modelling and analysis 
framework applied to existing and emerging GET instrument 
designs. Monte Carlo models of different fuel types were 
used to produce simulated tomographer responses to large 
populations of “virtual” fuel assemblies. The simulated 
instrument response data were then processed using 
a  variety of tomographic-reconstruction and image-
processing methods, and scoring metrics were defined and 
used to evaluate the performance of the methods.

This paper describes the analysis framework and metrics 
used to predict tomographer performance. It also presents 
the design of a “universal” GET (UGET) instrument intended 
to support the full range of verification scenarios envisioned 
by the IAEA. Finally, it gives examples of the expected 
partial-defect detection capabilities for some fuels and 
diversion scenarios, and it provides a  comparison of 
predicted performance for the notional UGET design and an 
optimized variant of an existing IAEA instrument.

Keywords: Spent nuclear fuel assemblies; Partial defect 
verification; Gamma-ray emission tomography

1. Introduction

The accurate verification of declarations about the fissile con-
tent of spent fuel is central to the International Atomic Energy 
Agency’s (IAEA) safeguards of facilities handling and storing 
irradiated fuel. IAEA safeguards approaches for used fuels 
that are being transferred to difficult-to-access storage and 
that have a design allowing disassembly call for verification 
using a partial-defect or best-available method [1]. At present, 
IAEA’s authorized instruments for attended partial-defect de-
tection have limitations in terms of independence, defect sen-
sitivity, and implementation flexibility. Furthermore, there is no 
authorized instrument for unattended partial-defect detection 
in spent fuel. Accordingly, the IAEA has expressed a need for 
“more sensitive and less intrusive alternatives to existing NDA 
instruments” for partial-defect detection [2].

Passive gamma-ray emission tomography (GET) is attrac-
tive for addressing partial-defect detection because it has 
the potential to non-destructively image the spatial distribu-
tion of the active fuel material in the assembly structure, 
and extract numerical data on individual fuel pins, without 
the need for any operator-declared information or disas-
sembly of the fuel. Advantage is taken of the high level of 
radioactivity in used nuclear fuel in a two-step procedure:

(i) The gamma radiation field around a fuel assembly, at
a selected axial level, is collected using one or several
gamma-ray detector elements in a large number of po-
sitions relative to the fuel, and;

(ii) The internal source distribution in the fuel is reconstruct-
ed based on the recorded data, using tomographic
algorithms.

In both steps, one may identify a multitude of alternative 
approaches, e.g. in terms of choice of detector set-ups and 
measurement schemes (step i) and choice of data analysis 
and reconstruction algorithms (step ii). In addition, for the 
case when the assay result is an image, there is a variety of 
image-analysis methods that may be applied to draw con-
clusions on the individual fuel pin level.

As described in this paper, reconstructed images and pin-
wise data may be used directly to draw conclusions on pos-
sible pin diversion. Measured gamma-ray source 
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Verification
Objective

Description Assumptions

1 Independent determination of the number of active pins 
that are present in a measured fuel assembly.

No a priori information about the assembly is available.

2 Quantitative assessment of pin-by-pin properties, for 
example the activity of key isotopes or pin attributes 
such as cooling time (CT) and relative burnup (BU).

Basic fuel parameters (e.g., assembly type, geometry 
and nominal fuel composition) are known.

Table 1: Verification Objectives covered in the JNT 1955 Phase I project.

concentrations can also be strongly correlated to fuel pa-
rameters such as burnup (BU) and cooling time (CT), there-
by achieving more specificity than other partial-defect de-
tection methods. Further, tomographic assessment at 
multiple axial locations along the assembly length enables 
axially resolved pin-level assay (as opposed to volume-inte-
grating assay). Finally, GET is viable in both wet and dry 
measurement environments, and in either unattended or at-
tended modes, thus offering operational flexibility.

The IAEA attention to the GET technique began in the 
1980’s, leading to the development and testing of small-
scale systems in multiple field campaigns on BWR and 
PWR fuel items [3]. Building on those efforts, the JNT 
A 1510 project began in 2003 and was completed in late 
2015. Under JNT 1510, a full-scale, transportable tomogra-
phy system based on IAEA’s user requirements for under-
water application was designed, fabricated, and field-test-
ed [4]. This system is referred to as PGET (Passive Gamma 
Emission Tomography) and is used in attended mode.

In parallel to the IAEA-led efforts, a Swedish project for vali-
dating core simulators for pin-power distributions led to the 

construction of a heavy (30-metric tons) tomographic de-
vice, which was used for measurements on short-cooled 
(2‑4 weeks) BWR fuel assemblies [5], [6]. As a conse-
quence, the project also covered studies of the safeguards 
aspects of this technique [7]. During recent years, interna-
tional nuclear research institutes have also gained interest in 
the application of tomographic techniques on complete fuel 
assemblies [8], [9]. Leveraging from the relatively large pool 
of knowledge and expertise that is now available on GET, 
the JNT 1955 Phase I project was launched by the IAEA in 
2013 and was reported on in 2016 [10]. This paper accounts 
for its main outcomes.

2.	 Scope of the JNT 1955 Phase I project

The JNT 1955 Phase I project was carried out in 2013-2016 
by the IAEA Member States Support Programs of the Unit-
ed States, Sweden, Finland and European Union, under 
the leadership of the IAEA. It was intended to complement 
previous IAEA projects on the GET technique, e.g. by con-
sidering unattended GET and an extended range of fuels 
and implementation scenarios.

At the project start-up, two Verification Objectives were 
identified, as defined in Table 1, where only Objective 1 
may be considered addressed by the already existing 
PGET device. With these Verification Objectives in mind, 
efforts were made within the following areas:

–– GET performance analysis framework: A modelling and 
analysis framework was developed for partial-defect de-
tection capability evaluation, including a procedure for sim-
ulating tomographic data for selected experimental setups, 
fuel types, diversion and implementation scenarios;

–– GET instrument design: The design of a “universal” 
GET instrument (UGETv1) was developed, intended to 
support the full range of verification scenarios envisioned 
by the IAEA;

–– Reconstruction and analysis methods: A set of tomo-
graphic reconstruction and analysis methods were iden-
tified, described and demonstrated;

–– Proposed metrics for GET partial-defect sensitivity: 
Metrics for quantifying the partial-defect detection capa-
bility of alternative GET approaches on selected diver-
sion cases were suggested;

–– Quantitative performance predictions: Quantitative 
performance predictions were made for the PGET and 
UGETv1 instrument designs, for a set of different fuel 
types, fuel parameters and diversion scenarios;

–– Inspection procedures: An envisioned inspection pro-
cedure was presented.

Due to the extent of the work, each area is only covered 
superficially in the coming sections of this paper, while de-
tails may be found in [10].

3.	 GET performance analysis framework

One important outcome of the JNT 1955 project is the 
creation of a modelling and analysis framework for the 
evaluation of GET partial-defect-detection performance, 
which can be applied to various GET instrument designs, 
fuel assembly types and parameters, diversion scenarios 
and analysis methods. A flowchart describing this frame-
work is illustrated in Figure 1. It provides end-to-end capa-
bility to assess tomographer performance for nuclear fuel 
assay, and could be considered a new, standing capability 
for the international safeguards community.
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The inputs are the specifics of the fuel to be analyzed, the 
instrument design, including data-collection schemes such 
as the set of angular and lateral detector element positions 
used, and the conditions under which the analyses are 
made (e.g. the level of access to a priori information), which 
governs the tomographic reconstruction and analysis 
methods that are applicable. (Verification Objectives 1 and 
2 presented in Table 1 are examples of such conditions.) 
The framework allows for the deployment of various re-
construction and analysis methods as well as various met-
rics of performance.

The heart of the framework is the simulation toolkit, 
marked in red in Figure 1. Here, a brief overview of the 
simulation procedure is presented, and the reader is re-
ferred to ref. [10] for more details;

1.	 First, pin-by-pin gamma-ray source terms for each fuel 
type and fuel parameter set under study are calculated 
using a combination of codes and methods, as de-
scribed in refs. [11] and [12].

2.	 Second, the Monte Carlo N-Particle (MCNP) transport 
code [13] is used for transport of emitted gamma quan-
ta from the fuel to the surface of the detector elements, 
taking into account the specifics of the fuel geometry 
studied (including possible pin diversions) and the de-
vice design. To allow for acceptable computation times 
for the low-efficiency transport geometries of this study, 
semi-deterministic transport is deployed; using MC-
NP’s next-event estimator method, the probability of 
the gamma-ray contributing to a point at the front face 
of the detector is calculated analytically at each interac-
tion or source point. Consequently, variations in re-
sponse to gamma quanta hitting different parts of the 
detector surface are neglected, which is justified by the 
fact that the front surface of all detectors in this study 
was much larger than the exposed area, as defined by 
the collimator slit opening. These calculations are done 
pin-by-pin and energy-by-energy to get single-pin flux 
data for the complete set of detector element positions, 
which can be added together to form complete assem-
bly data. In this summation, pin-wise weights are 

applied according to the source terms calculated in the 
first step. (In this way, the results from the time-con-
suming transport calculation can be re-used when 
changing pin-wise fuel parameters.) In this work, alter-
native simulations using the Geant4 code [14] have also 
been performed to benchmark the MCNP simulations, 
as described in section 7.2.

3.	 Third, separate Monte Carlo calculations of the detec-
tor response are performed, taking into account the 
complete gamma-ray flux into the detector elements, at 
all energies, while also considering detector specifics 
(e.g. energy resolution). Consequently, performance of 
different detector types in the same setup can be as-
sessed using the same data from the first two steps.

This three-step simulation procedure allows for the crea-
tion of tomographic data for large virtual assembly popula-
tions, in terms of; (i) varying pin-by-pin BU, and; (ii) varying 
sets and levels of statistical noise. The former variation re-
sponds to the fact that authentic fuel assemblies have 
a pin-by-pin variation in BU. (In BWR fuels in particular, 
there may be relatively large variations in pin-wise BU due 
to spatial variations in void and thus in thermal neutron 
flux, which is met to some extent by introducing variations 
in initial enrichment. According to BWR operators, the 
maximum variation in pin-wise BU may be as large as 
±20% under normal operation [15], [16].) The latter variation 
allows e.g. measurement time to be accounted for. Alto-
gether, analyses of large assembly populations, with these 
variations included, enable the deployment of statistical 
performance metrics, as discussed in section 6.

4.	 GET instrument design

The data used for emission tomography consists of a set 
of gamma-ray intensities that should be recorded in well-
defined angular and lateral positions with respect to the 
object. For the reconstructions to be efficient, a small re-
gion of the object should contribute to the recorded inten-
sity in each position, as defined by the angle under which 
the radiation travels and the lateral distance of the region 
from the centre of rotation. In this application, heavy 

Figure 1: Flowchart describing the modelling and analysis framework developed for GET performance evaluation.
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Figure 2: The two device designs analysed in section 7. Left: The existing PGET device, which was constructed in the JNT1510 project. 
It is based on two large arrays of small CdTe detectors, operated in threshold mode, in a rotate-only geometry. Right: A single detector 
head of the notional UGETv1 design, developed in this work. The full instrument would include four heads, each housing 8 relatively large 
LaBr3 detectors operated in spectroscopic mode, in a translate-rotate geometry. The devices are not to scale.

collimators are used, which shield the detector elements 
while allowing radiation to enter through well-defined slit 
openings, thus allowing for the required spatial selection 
capability. The collimator-detector setup may be arranged 
in a rotate-only geometry or in a rotate-translate mechani-
cal arrangement. The achievable spatial resolution will be 
governed by the system’s spatial response, which is de-
fined primarily by the slit openings, in combination with the 
lateral distance between each data point. (In a rotate-only 
geometry, the lateral distance is defined by the collimator 
pitch, while in a rotate-translate geometry, it is defined by 
the translation step used).

In the instrument design, the choice of detector as well as 
collimator material and dimensions depend on a number 
of factors such as;

–– Fuel properties, e.g. BU, CT and size: Highly radioactive 
fuel (short CT, high BU, large mass) generally requires 
better shielded detector elements to avoid high levels of 
background radiation. Here, one may foresee a back-
ground of gamma quanta from other axial levels of the 
assembly than the one measured if shielding is inade-
quate, and gamma quanta entering the detector ele-
ments after being scattered in surrounding materials 
may also pose a problem;

–– Requirements on isotopic selectivity: Detector elements 
with high energy resolution and spectroscopic data col-
lection may be required to select specific gamma peaks, 
in particular for Verification Objective 2. Also, high full-
energy peak efficiency will enable more efficient subtrac-
tion of background from scattered gamma rays, and 
thus enhanced data quality;

–– Spatial resolution requirements: Longer and/or narrower 
collimator slits enable higher spatial resolution. (As 

pointed out above, spatial resolution is also governed by 
the measurement scheme used, in particular the lateral 
distance between data points.);

–– Count-rate management: The collimator slit dimensions 
should preferably be large enough to allow for high 
counting rates in order to reduce measurement time, 
while staying within acceptable limits for the selected de-
tector type in terms of count-rate saturation;

–– Time requirements: Assay time can be shortened by us-
ing many, tightly-packed, detector elements as well as 
using detectors with high-count-rate capability.

Altogether, there is a strong inter-dependence between 
these design factors. As an example, detector elements 
offering high full-energy peak efficiency are generally rela-
tively large, implying that a relatively small number of de-
tectors will fit into the device, thus leading to longer assay 
times. Accordingly, instrument design will include a trade-
off between e.g. time and precision.

The device design performed in this work was developed 
to meet both Verification Objectives 1 and 2, resulting in 
the notional Universal GET design (UGETv1). Thorough 
presentations of the UGETv1 design and the considera-
tions made can be found in refs. [10] and [17], and only the 
outcome of the design work is presented here. The design 
was informed by two previous underwater designs, 
PGET [4], which was constructed in the JNT 1510 project 
to deliver on Verification Objective 1 for relatively long-
cooled fuel, and PLUTO  [6], which was constructed in 
Sweden to deliver pin-wise power in short-cooled fuel, 
a task similar to Verification Objective 2. The PGET and 
UGETv1 designs are illustrated in Figure 2, and their re-
spective properties are listed in Table 2.
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Design parameter PGET* UGETv1
Maximum object diameter 30 cm 37.5 cm

Number of detector heads 2 4

Number of detectors per head 104 8

Detector type CdTe LaBr3
§

Detector dimensions Cuboid: 10×5×2 mm3 Cylindrical: 38x38 mm

Spectroscopic analysis Broad Region-Of-Interest (ROI) Peak analysis

Collimator slit length 100 mm 200 mm

Collimator slit width 1.5 mm 1.5 mm

Collimator slit height Tapered 70→10 mm 10 mm

Detector (and slit) pitch 4 mm 46 mm

Number of lateral steps per angular projec-
tion for 2 mm sampling

-

(rotation only)

23

* PGET parameters reflect design under JNT 1510. During 2016, PGET was refurbished, changing the design slightly.

§ LaBr3 scintillators are generally doped with small portions of Cerium to activate photoemission.

Table 2: Parameters of the existing JNT1510 PGET and the notional JNT1955 Phase I UGETv1 device designs.

As described in section 7, performance evaluations have 
been carried out for the PGET and UGETv1 designs. In 
short, the main differences between these designs and 
assumed modes of operation are; (i) the existing PGET 
device operates relatively small CdTe detectors in thresh-
old mode with limited full-energy detection efficiency at 
high energies, while the notional UGETv1 design is intend-
ed to host larger LaBr3 scintillator detectors, for which the 
evaluations assume spectroscopic full-energy gamma-ray 
peak analysis, and; (ii) PGET uses relatively light collima-
tion, while additional shielding is included in UGETv1 to 
manage count rates for more short-cooled fuels (CT down 
to 1 year). As a result of these design selections, PGET al-
lows for tightly-stacked detector arrays that offer rapid 
data collection in a rotate-only geometry, while the fewer 
number of LaBr3 detectors in UGETv1, which offer more 
isotopic-specific data by means of size and mode of oper-
ation, require both rotation and translation of the detector 
arrays to record complete intensity projections, leading to 
longer assay times.

5.	 Reconstruction and analysis methods

Once the tomographic data have been recorded, tomo-
graphic reconstruction algorithms are applied to calculate 
the internal source distribution. There are a variety of algo-
rithms available for emission tomography, which over the 
years have been developed and applied mainly for medi-
cal applications. However, a nuclear fuel assembly, with 
its highly inhomogeneous mix of strongly gamma-ray 

attenuating materials (such as uranium dioxide) and less 
attenuating materials (such as water or air), is a challeng-
ing object for tomographic measurement and reconstruc-
tion. If not taken into account in the reconstructions, gam-
ma-ray attenuation will strongly influence the resulting 
representation of the source distribution. In this work, op-
tions from the two main classes of tomographic recon-
struction algorithms; analytic and algebraic [18], have 
been explored for use on nuclear fuel assemblies. Analyt-
ic methods, such as filtered back-projection (FBP), typi-
cally use the Fourier transform, while the algebraic meth-
ods express the reconstruction in terms of an equation 
system, allowing for detailed modelling of e.g. attenuation 
when defining the equation system’s weight matrix (the 
system matrix). The quantitative capabilities of some anal-
ysis methods when applied on emission data from nucle-
ar fuel assemblies are presented in ref. [19].

The data used for tomographic reconstruction may con-
stitute either of peak-specific data, giving information on 
the contents of the isotope emitting that particular peak, 
or of data that comprise a mix of information from several 
peaks and various levels of scattered gamma rays, de-
pending on the instrumentation and the settings used for 
the data acquisition. In the end, the reconstructions will 
create information of the source distribution, but the spec-
ificity of this information will depend on the quality of the 
input data. In this section, the principles used for the to-
mographic reconstructions are described, while examples 
of output from devices with different hardware and set-
tings are presented in section 7.
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5.1	 �Image reconstruction and image analysis for 
Verification Objective 1

For Verification Objective 1, the number of fuel pins pre-
sent should be determined without assuming any a priori 
information on the fuel. The route taken in this case is to 
reconstruct an image of the axial cross section of fuel, 
based on the collected sinogram of a fuel assembly (i.e. 
the collected intensities in a set of angular and lateral de-
tector element positions relative to the fuel), see Figure 3. 
This image is then further analysed to deduce pin-wise 
data and allow for counting of the fuel pins.

Most image reconstructions in this work have been done 
using a standard FBP algorithm [18]. One may note that 

this type of algorithm does not include any attenuation 
corrections, and implicitly assumes an ideal spatial re-
sponse function (i.e. the intensity in the detector is as-
sumed to emanate from an infinitesimally thin line through 
the object). As an alternative, some reconstructions have 
also been performed using an algebraic method, model-
ling the spatial response of the collimator-detector sys-
tem and assuming homogeneous attenuation in the im-
age area when defining the system matrix [19]. With this 
method, a  more realistic physics representation is 
achieved using no prior fuel information, thus fulfilling the 
assumptions for Objective 1. The spatial response func-
tion of the UGETv1 design used for 1274 keV gamma rays 
is presented in Figure 4.

Figure 3: Tomographic data may be presented as a sinogram, with intensities as a function of lateral detector element position (horizontal 
axis) and angular position (vertical axis). Image reconstruction methods transform sinogram data into images of gamma-ray emission in-
tensity, which are further analysed to deduce pin-wise data. (Example data obtained by simulating the detection of gamma rays in a 400-
700 keV interval, being dominated by 137Cs, modelling BWR fuel in the JNT1510 PGET instrument design.)

Figure 4: An example spatial response function for 1.274 MeV gamma rays (a.u. on the z axis) of the UGETv1 device design, used in al-
gebraic reconstructions (left figure). The origin (X,Y=0) of the response function is centred at the front of the slit opening, and only positive 
Ys are presented. The function takes into account the physical properties of the measurement system (e.g., in terms of finite collimator slit 
width and gamma-ray transmission through the collimator material), which give rise to significant contributions from penumbra and umbra 
regions, illustrated schematically in the right figure. (For actual slit dimensions, see Table 2.)
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Figure 5: Example reconstructed image of simulated data for a VVER-440 assembly (left). The most fundamental image analysis is the 
aggregation of pixel intensity values in beforehand-defined pin-centred quadratic regions (right). A toolkit of more advanced image-analy-
sis methods have also been developed to search the image for pins, being capable of adapting to possible irregularities in the geometry, 
as presented in ref. [20]. (Example images, obtained in reconstruction of simulated data from BWR fuel in the JNT1510 PGET instrument 
design. Here, the detection of gamma rays in a 400-700 keV ROI was modelled, being dominated by 137Cs.)

Once the image is obtained, image analysis methods are 
required to extract pin-by-pin data, here called “pin 
scores”. The most fundamental image analysis is to aggre-
gate the reconstructed activities of multiple pixels in 
a “neighbourhood” centred on each pin location, as illus-
trated in Figure 5. However, irregularities that may arise 
from e.g. assembly torsion and pin dislocations may call 
for more advanced methods. A toolkit of such methods 
has been developed for analysis of fuel assembly images 
[20]. As part of the JNT1955 Phase I project, these meth-
ods were demonstrated on experimental tomographic im-
ages, proving functional on disturbed geometries [10].

Examples of analysis results for PGET and UGETv1 are 
given in section 7 for two combinations of methods; (i) FBP 
reconstruction and fundamental image analysis; and (ii) al-
gebraic reconstruction and advanced image analysis. All 
analysis codes used can be made available to the IAEA.

5.2	 �Pin-activity reconstruction for Verification 
Objective 2

For Verification Objective 2, pin-wise fuel properties should 
be determined under the assumption that information on 
the fuel and its geometry is available. This opens a possi-
bility to apply detailed modelling of the fuel configuration 
using algebraic methods, enabling a level of detail not ac-
cessible using analytic methods. In the work on Objec-
tive 2, three different alternatives have been used for defin-
ing a detailed system matrix in algebraic reconstructions, 
for which software can be made available to the IAEA; (Re-
sults obtained using t Wayfinding he two latter methods 
are presented in section 7.4.)

–– MCNP-generated matrix: For simulation data obtained 
using MCNP (see section 3), the same transfer function 
as was used to create the data may be used to recon-
struct the modelled source distribution. While being “un-
realistically perfect” for the simulated data set, this 

approach enables analyses of the sensitivity to stochas-
tic noise, added to the simulated data. For experimental 
data, one may also envisage the use of MCNP or similar 
Monte Carlo codes to model the system matrix, howev-
er, such a procedure would be excessively slow for 
“new” measured cases.

–– Ray-tracing: The reconstruction toolkit TOMOPACK, 
with established use for reconstructions of tomographic 
data from the PLUTO [5] and Halden [9] devices, where 
%-level precision of pin-wise data has been demonstrat-
ed, is essentially based on ray-tracing and is thus suitable 
for analysis of spectroscopically-analysed full-energy-
peak data. This modelling comprises the following fea-
tures; (i) modelling of the instrument’s spatial response 
function, see Figure 4; (ii) modelling the full-energy gam-
ma-ray transport through the detailed 3D configuration of 
fuel pins, taking the axial symmetry into account, and; (iii) 
adaption of the pixel pattern to fit the object.

–– RADSAT-based matrix: The Radiation Detection Sce-
nario Analysis Toolbox (RADSAT) [21] combines 3-D de-
terministic transport through the measurement geometry 
with a stochastic model for detector response. Its use for 
tomography is somewhat exploratory, but it offers the 
capability to generate object-scatter contributions in the 
system matrix coefficients, for each pin, which may be 
essential for the analysis of data with low full-energy 
peak specificity, such as that of PGET.

6.	 Proposed metrics for GET partial-defect 
detection capability

For Verification Objective 1, so-called receiver operator 
characteristic (ROC) curves are suggested to provide met-
rics of the partial-defect detection capability, since they can 
be used to understand the trade-off between probability of 
detection (PD) and probability of false alarm (PFA). ROC 
analysis is used in many fields; a standard reference from 
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imaging sciences relevant to this work can be found in [22]. 
In the present case, the pin scores obtained from a mea-
surement (calculated as described in Section 5.1) can be 
plotted as histograms, one histogram for the pins present 
and another for pins missing (or replaced). In the ROC anal-
ysis, a threshold value is selected, so that pin scores above 
the threshold are defined as pins present, while scores be-
low the threshold are defined as non-fuel objects. If the two 
histograms do not overlap, perfect detection of missing 
pins without any false alarms can be realised. If the histo-
grams overlap, then false alarms and/or non-detected 
missing pins will occur, depending on the threshold. By 
varying the threshold, the tradeoff between detection and 
false alarm can be quantified. An example of how the pin-
score distributions for pins missing and pins present can 
be used to generate a ROC curve is given in Figure 6. 
When selecting an acceptable false alarm rate (setting the 
threshold), the ROC curve will give the corresponding prob-
ability of detection.

For Verification Objective 2, the metric used in this work 
(see e.g. section 7.4) is simply the agreement of recon-
structed pin-wise isotopic activities with the simulated 
source distribution, expressed as a relative difference, or 
“fractional error”. At the event of inspection, pin-wise data 
measured using a benchmarked methodology may be 

used to verify operator-declared data (in case such are 
available on the individual pin level) or to evaluate consist-
ency among the population of pins in an assembly at a lev-
el within the demonstrated precision.

7.	 �Quantitative performance predictions of 
PGET and UGETv1 device designs

Using the modelling and simulation framework described 
in section 3, the expected performance of two device de-
signs has been analysed; the existing PGET device and 
the notional UGETv1 device (see section 4). The recon-
struction tools described in section 5 have been deployed, 
as well as the per formance metrics described in 
section 6.

7.1	 Analysed cases

Since the number of imaginable GET implementation alter-
natives and diversion scenarios are exceedingly large, and 
a vast amount of time is required for simulating each fore-
seeable case, a comprehensive study of all possibilities 
would not be manageable. Consequently, this study was 
limited to a relatively small set of implementation and pin-
diversion scenarios, fuel types and parameters, and gam-
ma-ray energies used for assay, according to the 
following;

Figure 6: Pin-score distributions for pins missing and pins present (left) can be used to calculate the probably of detection (PD) and prob-
ability of false alarm (PFA) as a function of threshold, T, in terms of a ROC curve (right).

Implementation scenarios: The matrix of implementation 
scenarios (including fuel CTs), deployment constraints and 
target measurement times considered in this work is pre-
sented in Table 3. The notional UGETv1 device covers 
a CT range from 1 to 40 years, while PGET is not applica-
ble for CTs as short as 1 year. Measurement times up to 
approximately 60 minutes were assumed acceptable. Only 
underwater assay was studied.

Pin-diversion scenarios: Three partial defect scenarios 
were considered; (i) Pin removal without any substituting 
materials, i.e. with water replacing the pins; (ii) Pin replace-
ment with depleted-uranium pins (replicates low- or no-ac-
tivity containing high-density substitute), and; (iii) Pin re-
placement with fuel pins of the same construction but 
lower BU (replicates material diversion between reactor cy-
cles). However, as described in [10], scenario (ii) poses the 
least tomographically challenging case. Focusing on the 
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more challenging cases, only results from scenarios (i) and 
(iii) are presented here.

Fuel types, parameters and pin configurations: Three 
fuel types were studied, for which the simulated fuel pin 
configurations are illustrated in Figure 7; (i) SVEA-96S BWR 
fuel with 96 fuel pins, of which 5 were diverted; (ii) VVER-
440 fuel with 1 water channel and 126 fuel pins, of which 6 
were diverted, and; (iii) PWR 17x17 fuel with 25 water 
channels and 264 fuel pins, of which 11 were diverted. 
Due to gamma-ray attenuation, it is more challenging to 
tomographically measure fuel types with large and dense 
pin configurations, where information obtained from cen-
tral fuel pins is scarce. Accordingly, BWR fuel poses the 
least challenging configuration and PWR poses the most 
challenging. Fuel BUs from 10 to 40 GWd/MTU were ana-
lysed in order to span typical values encountered in com-
mercial power industry.

Gamma-ray energies: The gamma-ray source terms will 
depend on the fuel parameters; short-cooled assemblies 
will contain short-lived as well as long-lived fission prod-
ucts and higher total activity, while the gamma-ray spec-
trum emitted from long-cooled assemblies (CT>30 years) 
will be dominated by 137Cs. All simulations covered a large 

number of gamma emitters and energies, but in the tomo-
graphic analyses only a few energy regions were selected 
(taking detector characteristics into consideration), corre-
sponding to specific gamma-emitting fission products. 
The gamma-ray energies under study in this work are pre-
sented in Table 4. For each gamma-ray energy, relevant 
stochastic noise levels corresponding to assay time, BU 
and CT, were included in the statistical analyses of each 
simulated fuel type. The noise levels were given by Pois-
son statistics, based on simulated absolute intensities.

Implementation 
Scenario

Cooling time 
(years)

Deployment 
constraints

Routine verification of old 
fuel being transferred to 
a geologic repository

40 Attended or 
unattended

Routine verification of fuel 
being transferred to dry 
storage

5 Attended or 
unattended

Random verification of 
in-pool inventory

1 Attended

Table 3: Description of GET implementation scenarios considered 
in this work. The hardware configurations studied were the exist-
ing PGET device and the notional UGETv1 design (see section 4), 
for both Verification Objective 1 and Objective 2.

 

Figure 7: Map of the simulated diverted pin locations (in red) in the three assembly types under study: five for BWR (left), six for VVER-440 
(middle) and 11 for PWR (right). In addition, VVER fuel by design includes one central water channel and PWR fuel includes 25 water 
channels (marked in grey). The fuel geometries are presented approximately, but not exactly, to scale.

Isotope Energy [MeV] Branching ratio [%] Half-life Relevant CT range

137Cs 0.662 85.1 30.1 y up to 100-150 y
134Cs 0.605 97.6

2.1 y up to 10 y0.796 85.5
154Eu 0.723 20.1

8.6 y up to 25–30 y

0.873 12.1

0.996 10.5

1.005 18.0

1.274 34.8
144Pr (144Ce) 2.186 0.7 285 d up to 5 y

Table 4: Characteristic fission products and associated gamma-ray emissions from spent fuel in the 0.4‑2.5 MeV energy region. (Data 
from [23])



19

ESARDA BULLETIN, No. 55, December 2017

In general, the higher gamma-ray energies in Table 4 facili-
tate tomographic assay, since their higher penetrability en-
ables more information to be obtained from the assem-
blies’ innermost sections. However, also the emission 
intensity is important. For 154Eu, the highest energy 
(1.274 MeV) is also the most intense and thus the most 
useful. One should note that for relatively long-cooled fuel 
(CT between 30 and about 100 years), only the long-lived, 
lower-energy gamma emitter 137Cs is abundant enough to 
be measured.

7.2	 Simulation and benchmarking

The simulation toolkit described in section 3 was used to 
create tomographic data for sets of virtual fuel assemblies 
for the cases accounted for above. For all simulations, all 
gamma quanta interacting in the detector elements were 
analysed with respect to their energy deposition, and the 
number of events in selected energy ROIs were analysed. 
The settings used for simulating the PGET device are pre-
sented in Table 5. For the notional UGETv1 device, spec-
troscopic full-energy peak analysis including subtraction of 
background under the peaks was assumed, and the de-
tection of a set of individual emission lines in a small ener-
gy interval (few keV) about each peak was simulated.

ROI [keV] Comment
400-700 Used for analysis of 662 keV gamma from 137Cs

700-1100 Used for analysis of 154Eu (primarily lines at 723, 
873, 996, and 1005 keV)

1100+ Used for analysis of 1274 keV gamma from 154Eu

Table 5: The Regions-Of-Interest (ROI) used when simulating 
PGET data. In the simulations, the energy deposition in the detec-
tor elements were analysed, while counting the number of events 
falling within the ROIs.

Following the procedure described in section 3, “single-pin 
base sinograms” were weighted and added together to 
comply with isotopic contents due to selected pin-wise BU 
and CT. Accordingly, high statistical quality of these “base 
data” was critically important for reducing systematic ef-
fects in the large sets of derived virtual assemblies that 
were used to assess performance evaluation. A particular 
concern was the sampling of pin contributions from the in-
ner regions of the assembly, where gamma-ray self-shield-
ing and line-of-sight obstructions are severe, leading to 
few sinogram counts. However, the calculation scheme 
did not allow for statistical analyses of individual single-pin 
sinograms. Instead, an estimate of precision emanating 
from the “base data” was achieved using two separate, in-
dependent simulations, according to a procedure de-
scribed in [10]; In short, a “difficult case” (low gamma-ray 
energy from 137Cs in a large PWR fuel configuration) was 
selected, for which tomographic data was obtained by ag-
gregating “base data” respectively by performing an inde-
pendent, high-level-statistics simulation of a complete fuel 
assembly with corresponding pin-wise 137Cs contents. The 

two sets of data were used in identical reconstructions, 
and the differences in reconstructed pin-wise data were 
interpreted as imprecision emanating from the “base data”. 
It was found that fuel pins near the assembly periphery 
were reconstructed at almost identical values for the two 
data sets, whereas differences increased towards the as-
sembly centre, as expected. For all fuel pins the differenc-
es were within maximum ±3%, giving an indication of the 
precision of the base data and thus defining a limit of the 
achievable agreement of reconstructed pin-wise data to 
simulated source contents for this “difficult case”. One may 
note that implications of counting statistics, due to e.g. 
variations in detector count rate or measurement time, 
may be evaluated at a higher level of precision by investi-
gating the statistical spread obtained when adding such 
variations to the base data.

In order to ensure that the simulation-based conclusions 
drawn on PGET and UGETv1 performance for various fuel 
parameters and measurement times are correct, the Mon-
te Carlo simulations were verified and validated in multiple 
ways;

–– Gamma-ray source terms and detector response calcu-
lations (simulation steps 1 and 3 of Section 3) were evalu-
ated using experimental data from measurements per-
formed at the Clab interim storage facility for spent fuel in 
Sweden. This benchmark included relative peak intensi-
ties for a large number of gamma peaks as well as peak 
shape and level of Compton-scattered background;

–– The Monte Carlo-based gamma-ray transport (simula-
tion step 2 of Section 3) was evaluated using experimen-
tal tomographic data from the PLUTO device [5]. Both 
simulated gamma-ray projections as well as properties 
of reconstructed images were evaluated;

–– The MCNP model of the PGET device was evaluated us-
ing experimental PGET data;

–– A model of the PGET device was also developed in the 
alternative Monte Carlo simulation tool Geant4, and the 
Geant4 simulations were evaluated using experimental 
PGET data, and;

–– The MCNP model of the notional UGETv1 device was 
evaluated in inter-code simulation comparisons to an in-
dependent Geant4 model.

All evaluations were considered satisfactory, thus providing 
confidence in the comparisons made between expected 
instrument performance for the existing PGET and the no-
tional UGETv1 devices. Details on the evaluations can be 
found in ref. [10].

7.3	 �Results for Verification Objective 1: Independent 
pin counting

As accounted for in section 5.1, the approach for Verifica-
tion Objective 1 was to use tomographic data in different 
types of image reconstructions, and perform image 
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analysis on the reconstructed images to independently 
count the number of fuel pins. Two alternative analysis 
routes were taken:

–– Analysis Route 1: Basic analytic FBP image reconstruc-
tion, followed by basic image analysis (summing sets of pix-
el values said beforehand to represent each fuel pin). While 
not allowing for inclusion of spatial response or gamma-ray 
attenuation in the reconstruction, nor adaption to possible 
dislocation or torsion of the fuel in the image analysis, this 
route enabled automated analysis of large populations (up 
to 1,000) of simulated assemblies with varying BU distribu-
tions and stochastic noise. Consequently, this route ena-
bled ROC curve analyses, as described below.

–– Analysis Route 2: Algebraic image reconstruction and 
analysis, including modelling of the device’s spatial re-
sponse function and homogeneous gamma-ray attenua-
tion in the image reconstruction as well as more ad-
vanced image analysis tools to identify and quantify 
pin-shaped objects in the reconstructed image. This 
route was not automated and thus smaller populations 
of assemblies could be analysed (up to 10), excluding 
ROC curve analyses of the results.

Apart from demonstrating the methods’ capabilities to dis-
tinguish diverted fuel pins from pins present, one impor-
tant aspect of these studies was to compare the perfor-
mance of the PGET and UGETv1 devices.

Examples of quantified pin-wise 154Eu activities when ap-
plying the two alternative analyses routes on simulated 
UGETv1 data for short-cooled PWR fuel assemblies with 
missing pins, offering a challenging diversion scenario for 
the most challenging fuel type of the three under study, are 
presented in Figure 8. As seen in the figure, the FBP re-
construction (which does not take gamma-ray attenuation 
into account) calculates lower pin activities in the assembly 
interior than in its periphery, whereas a more leveled re-
sponse is given by the model-based algebraic reconstruc-
tion (which takes gamma-ray attenuation into account). In 
agreement with ref.  [19], model-based reconstruction 
seems to allow for better separation between fuel pins and 
missing pins and/or water channels. However, one should 
also note that the simulation for the latter does not include 
any pin-BU variation.

ROC curve formalism (see section 6) was used to com-
pare the expected performance of the existing PGET de-
vice with that of the notional UGETv1 device. For both de-
vices, perfect energy and efficiency calibration of detector 
elements was assumed in the simulations. The evaluations 
were based on automated FBP reconstruction and sum-
mation of pixel values (Analysis Route 1) for sets of 1,000 
virtual fuel assemblies with a BU variation for each pin se-
lected from a uniform distribution within ±20% of the nom-
inal value and stochastic noise corresponding to a 60-min-
ute assay for UGETv1 and a 10-min assay for PGET. The 

results for the three fuel types under study with fuel pa-
rameter sets {BU=20  GWd/MTU, CT=5  years} and 
{BU=10 GWd/MTU, CT=40 years} are presented in Fig-
ure 9. For the sets with CT=5 years, the 1274-keV radiation 
from 154Eu was analysed, while the 662-keV radiation from 
137Cs was used for the sets with CT=40 years.

The ROC curves in Figure 9 indicate that PGET offers 
more confident or similar capability of detecting missing 
pins as UGETv1. However, one should also note that no 
ROC analyses have been made for Analysis Route 2, 
which might offer different detection capability according 
to the results in Figure 8. The detection capability is further 
discussed in section 7.5.

 Radial distance from assembly centre (a.u.)

Pin number, ordered by ring, by radial distance from 
assembly centre (a.u.)

Figure 8: Pin-scores for pins present and pins missing, simulating 
the deployment of the UGETv1 device on sets of PWR assemblies 
(BU=40 GWd/MTU, CT=1 year) using the 1275 keV emission from 
154Eu. The upper figure results from simple FBP reconstruction 
and pixel summation on a set of 100 virtual assemblies with ±20% 
pin-wise BU variation. The lower figure results from model-based 
algebraic reconstruction and image analysis on a set of 10 virtual 
assemblies with no pin-wise BU variation. (Since the lower figure 
is the aggregate of 10 simulations, each of fuel with 253 pins pre-
sent, 11 pins missing and 25 water channels, it contains markers 
for in total 2783 pins present, 110 pins missing and 275 water 
channels.) Both data sets include stochastic noise.
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Figure 9: Predicted detection sensitivity of a single missing pin (i.e., bias defect) for perfectly-calibrated PGET and UGETv1 for BWR, 
VVER and PWR fuels, deploying simple FBP reconstruction and pixel summation. Left: Nominal BU of 20 GWd/MTU and 5 year CT with 
assay based on 154Eu. (BWR performance is even higher than VVER and therefore not shown.) Right: Nominal BU of 10 GWd/MTU and 
40-year CT with assay based on 137Cs.

7.4	 �Results for Verification Objective 2: Pin-wise fuel 
properties

Verification Objective 2 assumes availability of the fuel-ge-
ometry information needed to enable the detailed alge-
braic reconstruction methods described in section 5.2. 
Using these methods, pin-wise isotopic contents are re-
constructed (rather than images as in Verification Objec-
tive 1). The quality of the results, i.e. the precision of the 
calculated pin-wise isotopic contents, will depend on the 
fidelity of the algebraic system matrix. If spectroscopic 
full-energy peak analysis is applied, such as in the notion-
al UGETv1 design (see section 2.2), full fidelity may be 
provided by full-energy transport calculations (ray tracing). 
If the collected data comprises significant object-scat-
tered components, which may be the case for the PGET 
design, the calculations may require the inclusion of gam-
ma-ray scattering as well. However, the more detail that is 
included in the calculations, the longer the execution time, 
which may make the most detailed calculations, such as 
MCNP, prohibitively long.

The results from three types of analyses are presented 
below;

1.	 Pin-wise isotopic-content reconstructions using the 
ray-tracing toolkit TOMOPACK, applied to simulated 
data for the notional UGETv1 device design for PWR 
fuel assemblies;

2.	 Pin-wise isotopic-content reconstructions using the 
RADSAT toolbox, which includes calculations of 

gamma-ray scattering components, applied on simu-
lated data for the notional UGETv1 device design and 
the existing PGET device.

3.	 Estimation of pin-wise BU and CT, based on measured 
pin-wise isotopic contents.

For a complete description of all analyses performed, we 
refer to [10].

7.4.1	 Ray-tracing-based reconstruction models

Simulations of UGETv1 assay of PWR fuel assemblies with 
11 fuel pins missing (see Figure 7) have been analysed us-
ing the TOMOPACK ray-tracing-based reconstruction 
toolkit. In the simulations, the assemblies contained uni-
form pin-wise isotopic contents, and sets of 10 virtual as-
semblies were analysed for each case under study. Re-
sults for a short-cooled (1 year), high-BU PWR assembly 
(40 GWd/MTU) with 11 fuel pins missing are presented in 
Figure 10. Reconstructed relative pin-by-pin isotopic con-
tents of 137Cs, 134Cs and 154Eu are presented in terms of the 
fractional error from the simulated values, ordered ring-by-
ring from the fuel assembly centre to the periphery. In the 
presented cases, the level of statistics in the analysed data 
sets corresponds to 40 minutes total assay time. Since 
a prerequisite for Verification Objective 2 was a priori 
known fuel geometry, activities are only reconstructed in 
fuel pins present and not in water channels or positions of 
missing pins.
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Pin number, ordered by ring, by radial distance from assembly centre

Figure 10: Results obtained in TOMOPACK reconstructions of simulated data for short-cooled, high-BU PWR 17x17 fuel assemblies in the 
suggested UGETv1 device design, presented as mean values of fractional error in reconstructed pin-by-pin isotopic contents obtained in 
analyses of 10 datasets, including error bars corresponding to ±1 σ confidence intervals. All pins were assigned equal isotopic contents in 
the simulations. The analyses were based on full-energy gamma peaks at 662 keV (137Cs), 796 keV (134Cs) and 1274 keV (154Eu).

Simulation settings:

	 PWR17x17, BU 40 GWd/tU, CT: 1 y

	 Total assay time: 40 mins

	 10 assemblies, no pin-wise variation

	 Narrow peak ROI, no scatter from other peaks

For all three isotopes in Figure 10, precision is high in pe-
ripheral fuel pins and up to about 10% (1 σ) in central fuel 
pins. Systematic deviations are generally smaller than 
a few %, except for the most central sections, where insuf-
ficient sampling of single-pin base sinograms may disturb 
the analysis (see section 3). The best and most stable re-
sults are obtained for 154Eu, which emits the highest gam-
ma-ray energy (1274 keV) and thus offers the highest es-
cape fraction from the assembly centre.

The TOMOPACK ray-tracing toolkit was also used for re-
constructing the pin-wise content of 137Cs based on sim-
ulations of long-cooled (40 years) low-BU (10 GWd/MTU) 
PWR fuel. In this “difficult” case (low source concentra-
tion, low gamma-ray energy, large-sized fuel), longer 
measurement times would be required to obtain good 
statistics, and approximately 2 hours total assay time 
would give similar results as presented in Figure 10 (top).
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Figure 11: Fractional error, relative to true values, for pin-by-pin 154Eu activity reconstruction with RADSAT-based system matrix using 
UGETv1 (top panel) and PGET (bottom panel). The 100-assembly population assumed VVER fuel with nominal BU of 20 GWd/MTU, 
5-year CT, and ±20% pin-wise BU variation. Tampered pins (blue), have a nominal activity half that of the pins present (green). Error 
bars represent 1 σ uncertainties, obtained based on the simulated fuel population.

7.4.2	 �Reconstruction models including scattered 
components

The RADSAT-based reconstruction approach offers 
a possible means to introduce scattering components 
when defining the system matrix, which may be valuable 
for the analyses of PGET data, in particular when broad 
energy windows are deployed so that object scatter con-
stitutes a significant portion of the sinogram signal. Here, 
RADSAT has been used to analyse simulated data for 
both the UGETv1 and the PGET device. Data sets from 
100 virtual VVER assemblies were studied, including 
±20% variation in pin BU and six tampered fuel pins with 
50% of the average BU value (replicating material diver-
sion at about mid-life of the fuel). Figures 11 and 12 show 
the results for pin-by-pin quantification of the 137Cs and 
154Eu concentrations in VVER fuel with two sets of fuel 
parameters; {BU=20  GWd/MTU, CT=5  years} and 
{BU=10 GWd/MTU, CT=40 years}. As described in sec-
tion 7.2, relatively broad ROI were used when simulating 
PGET data, while UGETv1 data were simulated assuming 

spectroscopic full-energy peak analysis with background 
subtraction.

As seen in Figure 11 (top) and Figure 12 (top), RADSAT cal-
culates activities in normal fuel pins within a few percent 
for all VVER fuels under study, when applied on simulated 
data for the UGETv1 device. Statistical uncertainty is 
smaller in the assembly periphery (as expected), but also 
in the inner sections precision is in the order of a few per-
cent. Some systematic deviations may be identified, but 
these are also on the few-percent level. Performance is 
good also for tampered fuel pins, although their content of 
154Eu is generally slightly overpredicted and the statistical 
uncertainty is higher than for normal fuel pins. Accordingly, 
one would expect these tampered fuel pins to be confi-
dently detected. In addition, a short-CT (1 year), high-BU 
(40 GWd/MTU) fuel was studied, giving similar results for 
154Eu assay using UGETv1 as presented in Figure 11 (top). 
(For this short-cooled fuel, only UGETv1 assessment was 
covered because PGET cannot manage the high count 
rates encountered for such fuel.)
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In the analyses of simulated data for the PGET device, 
there is a systematic overprediction of the activities in nor-
mal fuel pins, which increases towards the assembly cen-
tre. The tampered fuel pins are strongly overpredicted, es-
pecially for the 154Eu assessment in Figure 11 (bottom), 
which would complicate their detection. Alternative ways 
to improve this situation could be to (i) analysis-wise 

further enhance the modelling capabilities for scattering, or 
(ii) measurement-wise define energy windows such that 
scattering components in the data are minimized. While 
the latter alternative may be applicable to 137Cs data, the 
low full-energy detection efficiency at 1274 keV of the 
PGET detector elements may preclude such an approach 
for 154Eu data.

Figure 12: Fractional error, relative to true values, for pin-by-pin 137Cs activity reconstruction with RADSAT-based system matrix using 
UGETv1 (top panel) and PGET (bottom panel). The 100-assembly population assumed VVER fuel with nominal BU of 10 GWd/MTU, 40-
year CT and ±20% pin-wise BU variation. Tampered pins (blue), have a nominal activity half that of the pins present (green). Error bars 
represent 1 σ uncertainties, obtained based on the simulated fuel population.
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7.4.3. Pin-wise BU and CT determination

Gamma-ray spectroscopy is an established technique to 
characterize nuclear fuel, and several studies have been 
made to establish correlations between full-energy peak 
intensities of gamma rays from 137Cs, 134Cs and 154Eu, re-
corded in gamma-scanning measurements of nuclear fuel 
assemblies, to fuel parameters such as BU and CT [24]. In 
a similar manner, tomographically measured pin-wise ac-
tivities of these isotopes may be used to determine BU 
and CT on the single-pin level. These pin-wise fuel param-
eters may, in turn, be used to control the consistency of 
the population of fuel pins in an assembly or even to verify 
operator-declared data, if available on the single-pin level. 
However, such data are not typically provided to the IAEA 
today in spent fuel declarations.

As described in [10], the investigations performed in this 
work lead to the following conclusions;

–– For short-cooled fuels, analysis of the quotients of the 
tomographically measured pin-wise contents of 134Cs 
and 154Eu would offer the smallest statistical uncertainty 
in the determination of pin-wise BU and CT, using the 
methods in [24], when these isotopes are available (i.e. at 
CT<10 years).

–– At intermediate CT (10 to 30 years), the quotient of 154Eu 
and 137Cs can be used, with slightly larger statistical 
uncertainties.

–– At long CT (>30 years), only 137Cs will be available. How-
ever, 137Cs can still give a direct measure of the fuel BU, 
provided that all fuel pins have the same CT. Conse-
quently, the precisions demonstrated in e.g. Figure 10 
(top) or Figure 12 (top) give a direct measure of the 
achievable precisions in pin-wise BU determination.

Considering a 40-minute assay using the notional UGETv1 
device, the simulations and ray-tracing-based analyses in 
this work (see section 7.4.1) show that even for the inner-
most sections of PWR fuel assemblies with CT=1 year and 
BU=40 GWd/MTU, the pin-wise BU and CT may be deter-
mined with statistical uncertainties below 6% and 
0.4 years, respectively, based on the quotients of the pins’ 
134Cs and 154Eu contents. However, one should note that 
this represents the highest achievable precision, which re-
quires that systematic uncertainties are eliminated. For 
more information, we refer to [10].

7.5	 �Discussion on predicted UGETv1 and PGET 
performance

As seen in Figure 9, the evaluations on Verification Objec-
tive 1 indicate that PGET performance would exceed that 
of UGETv1 for most analysed cases. The reason is mainly 
the larger number of detector elements in PGET, which 
leads to more efficient data collection and thus to better 
counting statistics during a fixed measurement time. As-
suming an operationally tolerable false alarm rate of 

approximately 0.05 (1 false alarm per 20 assemblies), 
these findings indicate that Analysis Route 1 (FBP recon-
struction and summation of pixel values) would achieve 
a probability of detecting a single missing pin, at any loca-
tion in the assembly, that is greater than 0.80 for VVER 
and BWR fuels, with both devices, regardless of BU and 
CT. However, the evaluation also indicates that the single-
missing-pin performance for both devices would be low 
for PWR fuel (due to its large physical dimension and rela-
tively tight fuel-pin spacing). Referring to Figure 8, one 
should note that alternative analyses, such as Analysis 
Route 2 (algebraic reconstruction and advanced image 
analysis) may perform better, albeit efforts must be made 
to automate it for use in unattended mode.

As seen in Figure 11 and 12, the evaluations on Verification 
Objective 2 indicate superior performance of the UGETv1 
device as compared to PGET, contrary to Objective 1. The 
reason is the capability of UGETv1 to select full-energy 
gamma, which enables the analysis of isotope-specific 
data. However, one may expect that smaller energy win-
dows (for example 630-680 keV instead of 400-700 keV 
for 137Cs, which was simulated here), may help to reduce 
the systematic bias in the application of PGET to Objec-
tive 2. More investigations of object-scatter effects, as 
a function of energy-window width in PGET, are needed. 
For UGETv1, a potential to deduce pin-wise BU and CT in 
short-cooled PWR fuel with statistical uncertainties below 
6% for BU and below 0.4 years for CT, has been indicated 
even for central pins.

Finally, one should note that PGET is not operational at 
CTs down to 1 year due to count-rate saturation of the de-
tector elements in the high gamma flux from short-cooled 
fuel, while UGETv1 was designed to be operational also at 
short CTs. For Verification Objective 1, results obtained 
when applying Analysis Route  1 on UGETv1 data at 
CT=1 year shows that a probability >95% for detecting 
a single missing fuel pin would be achievable for all three 
fuel types under study, assuming a tolerable false alarm 
rate of 0.10. For more detailed information of these analy-
ses, we refer to [10].

8.	 Envisaged inspection procedure

The envisioned inspection procedure, identified and re-
fined as part of the JNT 1955 Phase I project can be out-
lined according to the following:

A. � Baseline inspection procedure, performed on-site, ei-
ther automatically in case of unattended use or by an 
inspector in the case of attended use:

1.	 Tomographic measurement

2.	 Online image reconstruction

3.	 Online image analysis

4.	 On-site initial integrity statement
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B.  If undeclared removal/replacement is suspected:

5.	 Detailed pin-activity reconstruction based on current 
fuel type and position in device. (No additional meas-
urement required.)

The last step (B.5) reflects the functionality of Verification 
Objective 2, at least if operator-declared information is 
used for the detailed modelling. However, it may also be 
envisaged that geometric information is extracted directly 
from reconstructed images in step A.2, without any need 
for operator-declared data. Such a possible procedure 
(“Verification Objective 1.5”) is also discussed below.

9.	 Conclusions, discussion and outlook

According to this and previous studies, GET has the po-
tential to provide bias-defect sensitivity in most fuel verifi-
cation scenarios, a significant improvement over IAEA’s 
current partial-defect capabilities using a Fork-based sys-
tem or Digital Cerenkov Viewing Device. The IAEA also 
possesses a GET measuring device for attended use 
(PGET). This device was refurbished during 2016, intro-
ducing e.g. new detector elements and data-acquisition 
electronics in order to provide adequate efficiency and en-
ergy calibration; capabilities which did not meet expecta-
tions before refurbishment. The current study covers anal-
yses of expected PGET per formance, based on 
simulations for a variety of fuel types and fuel parameter 
sets, assuming high-fidelity calibration but based on the 
detailed design before refurbishment. Because only minor 
changes were made to the detector elements, the results 
are expected to be representative for the refurbished 
PGET. However, there may still be room for improvements 
in terms of e.g. optimisation of energy windows used for 
selecting the detected gamma rays to be analysed, which 
can be a subject for future studies.

In this study, a “Universal” GET design has been devel-
oped (“UGETv1”), which is capable of supporting the full 
range of fuel characteristics considered in this study, but 
that versatility comes at a price in terms of both assay time 
and instrument lifecycle cost. (For cost estimates, see [10].)

A set of tomographic reconstruction algorithms has been 
identified, described and used, which may find use in the 
application of GET for safeguards. For Verification Objec-
tive 1 (counting of fuel pins without any prior information 
on the fuel), image reconstruction algorithms have been 
presented, which are complemented by image-analysis 
methods to count the number of fuel pins present in the 
measured assembly. For Verification Objective 2 (determi-
nation of pin-wise fuel properties, making use of prior in-
formation on e.g. fuel geometry), algebraic methods have 
been suggested that include detailed modelling of the 
gamma-ray transport through the fuel configuration.

Among the outcomes of this work is the creation of a sim-
ulation and modelling framework, which provides end-to-
end capability to assess tomographer performance for nu-
clear fuel assay, and could be considered a new, standing 
capability for the international safeguards community, 
available on request. It is modularised to allow for studies 
of expected performance of various GET measurement 
device designs for a variety of fuel types, fuel properties 
and data analysis methods.

For Verification Objective 1, it was found that the PGET 
and UGETv1 devices exhibit, in general, comparable per-
formance despite their very different designs, but PGET 
achieves that sensitivity in shorter assay times. The higher 
collection efficiency of PGET elevates its performance over 
UGET for cases where the signal coming from interior pins 
is particularly weak (e.g., PWR assemblies), while UGET 
achieves high performance for the shortest-cooled fuels 
that cannot be measured by PGET. These comparative 
findings are based on an analytic FBP reconstruction; 
however, results may vary with other reconstruction meth-
ods. One may e.g. note that algebraic reconstruction in-
cluding modelling of the system’s intrinsic response func-
tion and uniform attenuation gave the most promising 
results in terms of separation between fuel pins and back-
ground, see e.g. Figure 8. Prior work has also indicated 
that image analysis and algebraic reconstruction methods 
offer the potential robustness to issues such as misalign-
ment of assemblies, bowing of individual fuel pins, non-
functioning detector elements, irregular measurement po-
sitions etc.

For Verification Objective 2, predicted performance for 
PGET was lower than for UGETv1, primarily because sig-
nificant object-scatter contributions in PGET’s wide energy 
windows perturb a relatively small full-energy peak signal. 
Smaller energy windows might offer improvements in Ob-
jective 2 performance for PGET, but more studies are 
needed to quantify this potential. It may also be envisaged 
that geometric information may be extracted from recon-
structed Objective 1-type images, to be used in Objec-
tive 2-type analyses without any need for operator-de-
clared data. The project team and stakeholders have 
discussed the potential for such a procedure (“Verification 
Objective 1.5”), but analysis of such an approach was be-
yond the scope of this study.

Finally, one may note that the performance metric used for 
Verification Objective 1 relates to bias defects, i.e. diver-
sion of single fuel pins. If the performance metric were de-
fined for higher defect levels (e.g. 5% or 10% of the pins in-
stead of the <0.5% bias defect at the event of 1 missing 
pin out of 264 pins in a PWR assembly) the ROC curves 
are expected to look considerably better also for PWR fu-
els. This is an area for future work.
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