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Dear Readers, 

It is with great pleasure that we present volume 65 of the 
‘ESARDA Bulletin - The International Journal of Nuclear 
Safeguards and Non-proliferation’.  

This volume contains high quality and very interesting con-
tributions on the following topics: arms control and disar-
mament verification, data analytics, non-proliferation and 
NDA techniques.  

Please allow me to use this editorial to announce the ES-
ARDA course on Nuclear Safeguards and Non-Prolifera-
tion that is co-organised by the JRC's Nuclear Science, 
Safeguards and Security directorate and the ESARDA 
Training and Knowledge Management working group. The 
course will be held online on April 15-19, 2024 and the 
deadline for registration is March 11th, 2024. The students 
providing the best essays that fulfill the ESARDA Bulletin 
publication policies will be invited to submit their contribu-
tions to the journal. The last article published in this vol-
ume is indeed a paper of an ESARDA course student that 
successfully passed the review process. There are also 
two additional articles from the ESARDA course students 
currently under review: if you wish to attend the ESARDA 
course, 2024 edition, please take into account this 
opportunity. 

Please let me remind you that the ESARDA Bulletin is now 
a rolling publication. Articles can be submitted on a contin-
uous basis and will be published online with their DOI as 
soon as they are ready, usually between 4 and 8 weeks af-
ter the submission.  

If you wish to publish your work in the ESARDA Bulletin, 
send your article at any time together with the paper sub-
mission form duly filled and signed to EC-ESARDA-BUL-
LETIN@ec.europa.eu. If accepted, the article will be pub-
lished as soon as the review process will be completed. 
Before submitting your work, please ensure that your pa-
per fits the Bulletin scope and that its content presents 
some novelties: we do not accept work that has already 
been published in other journals or conference proceed-
ings, unless new aspects of the work are introduced (e.g. 
new results and related discussion). You can find the publi-
cation policies in the ESARDA Bulletin website under doc-
uments and forms.  

Before concluding, I would like to thank the authors for 
their interest in publishing their findings in our journal, and 
the reviewers for their hard work, that lead to the publica-
tion of high quality articles. Many thanks also to Andrea De 
Luca (assistant editor) for all the work done to improve our 
journal and all the work he’s doing in registering DOIs for 
the single articles and for the ESARDA Bulletin website. 
Thank you also to Guido Renda and Simone Cagno for 
their valuable advice: their suggestions have greatly im-
proved the quality of the journal. Finally, thank you to 
Christopher Havenga, our graphic designer, who has de-
signed the Bulletin cover and edits all the articles to fit the 
publication layout. 

Enjoy the reading,

Dr. Elena Stringa, PhD

Editor of the ESARDA Bulletin - The International Journal 
of Nuclear Safeguards and Non-Proliferation

EC-ESARDA-BULLETIN@ec.europa.eu  
https://esarda.jrc.ec.europa.eu/publications-0/

esarda-bulletin_en

Editorial
Elena Stringa

The International Journal of Nuclear Safeguards  
and Non-Proliferation
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Improving the Confidence Associated with Passive Total 
Neutron Counting in the Nuclear Weapon Disarmament 
Verification Process
Ville Bogdanoff 
University of Jyvaskyla, Department of Physics, P.O. Box 35, FI-40014 Jyvaskyla, Finland, E-mail: ville.p.bogdanoff@jyu.fi

Kari Peräjärvi 
Radiation and Nuclear Safety Authority (STUK), Jokiniemenkuja 1, FI-01370 Vantaa, Finland, E-mail: kari.perajarvi@stuk.fi

Abstract: 

Passive total neutron counting is an important tool in the 
nuclear weapon disarmament monitoring and verification 
process proposed by the International Partnership for 
Nuclear Disarmament Verification (IPNDV). In the process, 
neutron measurements of given treaty accountable items 
(TAIs) are repeated multiple times in different locations and 
environments, and the measured neutron count rates are 
expected to remain unchanged. However, neutrons are 
heavily scattered in the environment, and the change in 
location or geometry of the environment can produce 
varying results in neutron measurements which can 
deteriorate the confidence of passive total neutron 
counting. In this paper, we have studied different kinds of 
neutron detection instruments and methods in various 
environments to determine the effects of the environment 
on passive total neutron counting and to develop 
recommendations and procedures to minimize and take 
these environmental factors into account. As a result, the 
moderated 3He proportional counter was the most 
promising type of instrument in terms of how the change in 
an environment impacted the measured neutron count 
rates. However, even with the 3He counter, the 
environmental influence increased rapidly with the source-
to-detector distance (SDD). For example, with one-meter, 
two-meter, and three-meter SDDs, the maximum difference 
in count rates between outdoor and indoor measurements 
was 10.06(7) percent, 18.6(3) percent, and 28.1(5) percent, 
respectively. To mitigate the impact of the measurement 
environment, we propose to use a bare 252Cf reference 
source measured in the same geometries as the nuclear 
TAIs to estimate the influence of the environment on the 
measured neutron count rates. Using this technique in the 
same conditions as above produces indoor predictions that 
differ by 2.55(3) percent with a one-meter SDD, 0.334(5) 
percent with two-meter SDD and 1.93(4) percent with a 
three-meter SDD from the actual indoor measurements.

Keywords: nuclear disarmament; IPNDV; neutron count-
ing; neutron scattering

1.	 Introduction

Since 2014, International Partnership for Nuclear Disarma-
ment Verification (IPNDV) has been identifying challenges 
associated with nuclear disarmament verification and de-
veloping potential procedures and technologies to address 
them [1]. Among other things, IPNDV has developed a 14-
step nuclear weapon dismantlement framework [2]. Moni-
toring and verification technologies associated to different 
steps have also been studied in more detail [3]. Declara-
tions, inspections, the chain of custody, and various pas-
sive radiation measurements and information barriers play 
a key role throughout the disarmament process [4], [5]. In-
formation barriers are employed to prevent the release of 
classified information while allowing meaningful conclu-
sions [6]. Note that IPNDV considers disarmament verifica-
tion activities from the viewpoints of both the host (the own-
er of the nuclear explosive devices (NED)) and the 
inspecting party.

This article primarily concentrates on passive total neutron 
counting, which is used to confirm the presence of neu-
tron-emitting special nuclear material (SNM) in the treaty 
accountable items (TAIs). In this article TAI refers both to 
complete NED and/or dismantled SNM from the NED. In 
passive total neutron counting, the neutron count rate is 
measured at a certain distance using a neutron detector, 
and the neutron rate is at some certain level proportional to 
the total mass of the SNM in the TAI. During the disarma-
ment verification process, the TAI may be measured multi-
ple times in different locations and environments, and the 
neutron count rate should remain unchanged throughout 
the process. A dramatic drop in the count rate could indi-
cate reduction of the mass of the SNM during the process, 
which can deteriorate confidence in the disarmament verifi-
cation process.

Neutron counting is prone to environmental influence, as 
neutrons are easily scattered and reflected by the environ-
ment, including floor, walls, air, etc. [7], [8]. The neutron 
count rate acquired in passive total neutron counting is de-
termined by neutrons not only coming directly from the 
source but also through scattering processes. Conse-
quently, changes in the environment can change the por-
tion of scattered neutrons. From the confidence point of 

ESARDA Bulletin, Volume 65, December 2023	 https://doi.org/10.3011/ESARDA.IJNSNP.2023.1
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view, it is important to comprehend how much the environ-
ment can influence the measured neutron count rate.

In this paper, we have studied how the environment influ-
ences the neutron count rates of different kinds of neutron 
detection instruments and methods, including moderated 
3He proportional counter, 6LiF/ZnS(Ag) scintillator-based 
detector, as well as LaBr3

 and NaI(Tl) scintillators that de-
tect neutron induced high-energy gamma-rays. The mod-
erated 3He proportional counter can be considered the 
gold standard for neutron detection. However, due to the 
global shortage of 3He isotope [9], it was important to study 
how the alternative neutron detection technologies perform 
in passive total neutron counting. In this study, we have 
also developed and tested an additional monitoring proce-
dure to mitigate the impact of environmental factors on the 
confidence associated with neutron counting and the over-
all monitoring and verification process. 

2.	 Materials and Methods

Experimental work was conducted at the Radiation Metrol-
ogy Laboratory (RML) at the Finnish Radiation and Nuclear 
Safety Authority (STUK). RML is responsible for maintaining 
national measurement standards of ionizing radiation in 
Finland and provides calibration services for various com-
panies and institutions.

2.1	 Experimental Setup

Due to the limited measurement time available in the RML, 
different types of commercially available neutron detectors 
were irradiated simultaneously with an industrial neutron 
source, and the total neutron count rates were measured 
as a function of source-to-detector distance (SDD) in three 
different environments: 1) outdoors, 2) the neutron source 

placed approximately in the middle of the RML's calibration 
hall (subsequently referred to as Indoor I) and 3) the neu-
tron source placed one meter away from the concrete wall 
at the back of the calibration hall (subsequently referred to 
as Indoor II). The outdoor measurements were conducted 
in the asphalt parking plot belonging to STUK. The calibra-
tion hall is 16 meters in length, 5.5 meters wide, and 5 me-
ters in height and has approximately one-meter-thick con-
crete walls. The measurement setups are depicted in 
Figures 1, 2 and 3.

Figure 1: The setup depicting indoor measurements (Indoor II 
setup) with a moderated 252Cf source placed on the tripod one 
meter away from the concrete wall at the back of the calibration 
hall.

In the indoor measurements, detectors were placed side by 
side on the electronically movable table (height of one me-
ter), and the neutron source was placed approximately 1.1 
meters above the ground on the tripod. In the outdoor 
measurements, detectors were placed on the stationary ta-
ble (height of 0.8 meters), and the neutron source (placed 

Figure 2: The setup depicting outdoor measurements. Moderated 252Cf source was placed on the table trolley and the source-to-detector 
distance was measured with a laser range finder.
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252Cf-spontaneous fission [10] with an average neutron en-
ergy of 2 MeV is very similar to special nuclear materials 
(SNM), such as 239Pu [11] and 235U [11] used in nuclear 
weapons. The 252Cf used in this study had a calculated ac-
tivity of 179.5 MBq (nominal activity of 500 MBq with a ref-
erence date of Nov-15-2016) emitting 2.15x107 neutrons per 
second. The source (made by QSA Global Inc.) was a cylin-
drical sealed capsule with a single stainless-steel encapsu-
lation surrounded by a custom aluminium shield.

The measurements were performed with a bare and mod-
erated 252Cf source. Moderation reduces the speed of fast 
neutrons and increases the portion of slower (thermal) neu-
trons, making them more susceptible to neutron capture. In 
the nuclear disarmament verification process, the exact ge-
ometry of the TAI is not known, e.g., the nuclear material 
can be shielded, moderated, or bare. Therefore, it was im-
portant to study whether moderation enhances or dimin-
ishes the influence of the environment on the results of 
passive total neutron counting. We used a partially hollow 
cylinder of polymethyl methacrylate (PMMA) to moderate 
the 252Cf source. The moderation was 9 cm thick from the 
sides, 8 cm thick from the bottom, and 6.8 cm thick from 
the top.

2.2	 Neutron Detectors

The detectors used in this study are depicted in Figure 3. 
Detector in the centre (numbered 1 in the figure) is the 

approximately 0.9 meters above the ground) was moved 
with a table trolley. Neutron count rates with bare and mod-
erated source were measured in the SDD range of 1 to 7 
meters with one-meter intervals. Based on the IPNDV verifi-
cation process, the neutron detector cannot be placed in 
contact with a bare or containerized NED due to safety rea-
sons. Therefore, a minimum distance of one meter, also 
discussed by the experts representing the nuclear-weapon 
states in the IPNDV meetings, was selected for the present 
study. The maximum distance of seven meters was due to 
calibration hall dimensions preventing us from operating the 
movable table beyond seven meters from the source (In-
door I measurements).

The SDDs were measured from the centre of the neutron 
source to the front face of the central detector (NaI(Tl)), and 
the distances to other detectors were calculated with the 
Pythagorean theorem by also knowing the distances be-
tween the central detector and the other detectors. With 
each SDD, data was collected for several minutes to en-
sure enough data was gathered to limit statistical error. 
Background measurements without the neutron source 
were performed before and after each of the three series of 
measurements, and the background count rate of the latter 
measurement was subtracted from the measured neutron 
count rates.

A neutron-emitting 252Cf isotope was used as the source of 
neutrons in this study. The neutron energy spectrum of 

Figure 3: The setup depicting indoor measurements (Indoor I setup) with bare 252Cf source placed on the tripod in the middle of the 
calibration hall. Detectors numbered in the figure are: 1) Environics RanidPort, 2) Berthold LB 6411, 3) Mirion SN-D-2, 4) Environics 
RanidPro200 6LiF/ZnS(Ag) neutron plate, 5) Environics RanidPro200 LaBr3.
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RanidPort Mobile, a radiation portal monitor made by Envi-
ronics (a subsidiary of Bertin Technologies). RanidPort fea-
tures a four-liter volume 4"x4"x16" NaI(Tl) scintillator and is 
capable of indirectly detecting neutrons through high-ener-
gy gamma radiation using the energy gate of 3.5 to 8.5 
MeV [12]. The natural gamma-ray background above 3.5 
MeV is reasonably low (see Section 3). In the present ex-
perimental conditions, additional high-energy gamma-ray 
signals are caused by neutron capture reactions occurring 
in the detector and the environment, and there are also 
prompt fission gamma rays being emitted directly from the 
source. The biggest advantage of using an indirect neutron 
detection method based on high-energy gamma-ray sig-
nals is that conventional 0 – 3 MeV gamma-ray spectrosco-
py can be performed simultaneously with the same detec-
tor. In the disarmament verification process, conventional 
gamma-ray spectroscopy performed behind the informa-
tion barrier using a medium energy resolution detector can 
provide useful information from the TAI [13].

The second detector was the Berthold LB 6411, which is 
used as the reference neutron ambient equivalent dose 
meter in the RML. Berthold LB 6411 is a 3He and methane 
gas-filled proportional counter with wide neutron energy 
measuring range from thermal to 20 MeV. The gas-filled 
counter tube inside the detector is surrounded by a 250 
mm polyethylene moderator sphere moderating fast neu-
trons to lower energies.

The third detector was the Mirion SN-D-2 neutron dose 
probe (also moderated 3He gas-filled proportional counter) 
connected to the Canberra Colibri TTC survey meter. The 
data from the SN-D-2 probe was not utilized in this study 
but was used for internal purposes at STUK to compare 
the neutron count rates between Berthold LB 6411 and 
SN-D-2. 

The fourth detector was the 6LiF/ZnS(Ag) neutron detector 
plate made by Symetrica and is part of the RanidPro200 
backpack-operated radionuclide identification device made 
by Environics. The plate is composed of two 6LiF/ZnS(Ag) 
neutron screens coupled to a wavelength-shifting plastic 
(polyvinyl toluene) and not containing any moderation other 
than the external plastic shell and the nylon backpack fab-
ric surrounding the plate. 

The fifth detector was the 2"x2" LaBr3 scintillator which is 
also part of the Environics RanidPro200 backpack. The 
LaBr3 detector is capable of indirect detection of neutrons 
through high-energy gamma radiation (energy gate of 3.5 
MeV to 5.7 MeV) as the NaI(Tl) detector. In this study, the 
LaBr3 detector was taken out from the backpack and 
placed on the measuring tables.

3.	 Results

Figure 4 shows the background subtracted data sets in-
cluding estimations for uncertainties caused by the statis-
tics and distance, measured in Indoor I, Indoor II, and Out-
door measurement setups. The uncertainties for the 
distance were calculated using the standard method of er-
ror propagation. The background count rates in Outdoor 
measurements were 0.007(3) cps for the 3He proportional 
counter, 0.14(2) cps for the LaBr3 scintillator, 0.23(2) cps for 
6LiF/ZnS(Ag) scintillator and 13.4(2) for the NaI(Tl) scintilla-
tor. Inside the calibration hall, the background rates were 
somewhat higher. In the Figure 4, the neutron count rate 
has been plotted as a function of source-to-detector dis-
tance (SDD) for each detector using moderated and bare 
252Cf source. For each data set in Figure 4, we have fitted 
an inverse power function (equation (1)) using the least-
squares fitting weighted with the absolute statistical uncer-
tainty of each data point. The fitting was performed using 
the curve_fit function of Python’s SciPy-library [14]. 

	
 =  + , 

	
(1)

where r is the SDD and A, B, and x are parameters of the 
inverse power function. Similar function with parameter x 
fixed to two was used in the ref [15]. Note that the parame-
ter A + B equals the count rate at 1-meter SDD. Parameter 
B is needed to improve the performance of the fitting func-
tion. Without scattering, the intensity of radiation is inverse-
ly proportional to the square of the SDD, and the parameter 
B would be equal to zero. However, in the case of neutron 
radiation, the neutron scattering will cause the intensity to 
diverge from the inverse square law and result in a lower 
exponent than two and non-zero values of B.

The parameters gained by fitting equation (1) to data sets 
are shown in Table 1. As depicted, none of the data sets 
comply with the inverse square law, but all result in a lower 
exponent than two. The relative percentage differences 
(RPD) of A, B, and x parameters when comparing the in-
door measurements to the outdoor measurements are also 
listed in Table 1. For the 3He proportional counter, the pa-
rameters A, B, and x change the least between the meas-
urement setups. Thus, from the confidence point of view, 
results obtained by the 3He proportional counter are the 
least influenced by the environment and can be considered 
the most promising type of neutron detector compared to 
the other detectors tested in this study. Note from Figure 4 
that the neutron count rates measured with the 3He pro-
portional counter in the Indoor I configuration at longer 
SDDs (> 5 m) are comparable to the rates in the Indoor II 
configuration with both the bare and the moderated 
source. This is probably caused by the neutrons that are 
backscattered from the back wall to the detectors. At sev-
en meters SDD, the back wall was approximately two me-
ters from the detectors, and thus with longer SDDs, the 
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Configuration

3He counter 6LiF/ZnS(Ag) LaBr3 NaI(Tl)

A x B A x B A x B A x B

%a %a %a %a %a %a %a %a %a %a %a %a

Indoor I, 
bare 252Cf

140.1 
(6)

1.61 
(2)

0.9 
(2)

793.5 
(12)

0.465 
(1) -b

58.6 
(12)

0.56 
(3)

-7.6 
(15)

4263 
(4)

1.156 
(3)

300 
(3)

0.448 
(3)

7.02 
(6)

220 
(50)

107.9 
(3)

55.0 
(4) -b

44 
(1)

66 
(4)

2000 
(800)

56.81 
(8)

28.02 
(8)

3800 
(400)

Indoor II, 
bare 252Cf

147.5 
(4)

1.50 
(1)

-0.4 
(2)

1307.2 
(9)

0.5848 
(6) -b

88.2 
(9)

0.64 
(2)

-10.5 
(11)

5722 
(4)

0.947 
(2)

-65 
(4)

5.73 
(3)

13.6 
(1)

50 
(21)

242.5 
(6)

43.4 
(3) -b

116 
(2)

60 
(2)

3000 
(1100)

110.5 
(2)

42.5 
(1)

710 
(80)

Outdoor, 
bare 252Cf

139.5 
(6)

1.73 
(1)

-0.8 
(2)

381.7 
(9)

1.033 
(6)

-23.3 
(7)

40.8 
(4)

1.62 
(3)

-0.33 
(11)

2718 
(3)

1.647 
(3)

-8.1 
(7)

-c -c -c -c -c -c -c -c -c -c -c -c

Indoor I, 
mod 252Cf

56.3 
(3)

1.66 
(2)

0.4 
(1)

2909 
(2)

1.120 
(2)

27 
(2)

109.5 
(4)

1.13 
(2)

0.3 
(4)

6776 
(4)

1.418 
(2)

232 
(2)

4.44 
(4)

4.72 
(5)

320 
(120)

3.741 
(4)

20.47 
(5)

141 
(8)

2.17 
(2)

32.5 
(5)

130 
(140)

45.68 
(5)

5.217 
(9)

410 
(7)

Indoor II, 
mod 252Cf

58.7 
(2)

1.56 
(2)

-0.1 
(1)

3948 
(3)

0.963 
(2)

-178 
(3)

144.8 
(5)

1.02 
(2)

-5.6 
(6)

8137 
(5)

1.095 
(2)

-223 
(4)

9.03 
(7)

10.7 
(2)

80 
(200)

40.78 
(5)

31.59 
(8)

170 
(3)

35.0 
(3)

39.0 
(6)

500 
(100)

74.95 
(7)

26.86 
(5)

199 
(5)

Outdoor, 
mod 252Cf

53.9 
(4)

1.74 
(2)

-0.2 
(1)

2804 
(3)

1.408 
(3)

-66 
(1)

107.2 
(7)

1.67 
(2)

-0.9 
(2)

4651 
(4)

1.50 
(1)

-74.7 
(11)

-c -c -c -c -c -c -c -c -c -c -c -c

a Relative percentage difference (RPD).  b The fitting was done by setting the parameter B fixed and equal to zero.  c Reference environment for RPD.

Table 1: Parameters A, B and x obtained by fitting equation (1) to the data sets. The relative percentage difference (RPD) in fit parameters 
A, B and x are shown for each indoor data set when the outdoor measurement setup was used as the reference environment. 
Uncertainties of the fitted parameters and RPD values are given in parenthesis.

Figure 4: Neutron count rate vs. source-to-detector distance for various neutron detectors using the bare and moderated 252Cf source in 
three different measurement setups. Equation (1) was fitted for the data points and the resulting parameters are given in Table 1. The 
uncertainties for neutron count rates and SDDs are marked for each data point.
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vs. the source-to-detector distance when comparing out-
door measurements to indoor measurements (circles). As 
depicted, the RPD increases rapidly when the distance in-
creases. In Outdoor/Indoor II data set, the difference is 
18.6(3) percent with distance of two meters but increases 
to 28.1(5) percent with three meters. Therefore, the neutron 
detector should be placed as close as possible to the ob-
ject which is to be verified. Also, for simplicity, a fixed dis-
tance and preferably a similar type of detection instrument 
should be used in every neutron measurement performed 
during the disarmament verification process.

Notice that even with the SDD of 1.07 meters, there would 
still be a 10.06(7) percent difference in the neutron count 
rates between the Outdoor and Indoor II measurement 
configurations. Assuming that the neutron count rate corre-
lates with the SNM mass of the TAI, then the 10.06(7) per-
cent reduction in the Outdoor count rate would indicate 
that a significant amount of SNM has gone missing be-
tween the Indoor II and Outdoor measurements. As shown 
earlier, if the SDDs get longer the differences in count rates 
become larger, which can further deteriorate the confi-
dence in the disarmament verification process.

To mitigate the environmental impact on the confidence of 
neutron measurements in the nuclear disarmament verifi-
cation process, we propose adding a 252Cf reference 
source measurements to it. In the modified process, the 
reference source is always measured in the same geome-
tries as the TAIs. This approach is based on the assump-
tion that the TAI and 252Cf count rates have similar behav-
iour as a function of measuring environment. If the 
assumption is valid then the TAI and 252Cf measurement 
data can be used to predict the TAI count rates (R) in new 
environments, see equation (2).

	

252Cf , location 2

252Cf , location 1

=
predicted TAI, location 2

TAI , location 1

. 
	

(2)

The performance of the method is examined in Figure 5, 
where we assume that the moderated 252Cf source is a 
sensitive TAI. In the figure, crosses show how much the 
predicted (using equation (2)) indoor neutron count rates 
differ from the actual measured values. As an example, us-
ing one-meter (1.07 m exactly), two-meter (2.03 m exactly) 
and three-meter (3.03 m exactly) SDDs, the predicted and 
measured values of Indoor II differ by 2.55(3) percent, 
0.334(5) percent, and 1.93(4) percent, respectively. These 
values demonstrate the potential associated with the pro-
posed technique.

The introduced 252Cf reference source can also be applied 
for other purposes. For example, it can be employed to test 
and calibrate the performance of the host-provided neutron 

Indoor I setup was somewhat similar in geometry to the In-
door II setup.

For the other detectors evaluated, the influence of the envi-
ronment on neutron count rates was more dramatic. The 
worst performer seemed to be the 6LiF/ZnS(Ag) scintillator-
based neutron detector, as it had the largest difference in 
parameters A, B, and x values between configurations. 
Also, the indirect high-energy gamma-ray-based neutron 
detectors did not perform as consistently as the 3He pro-
portional counter, where a significant environmental sensi-
tivity even at 1-meter SDD is visible (A + B). In all measure-
ment setups, the highest count rates were associated to 
NaI(Tl) and 6LiF/ZnS(Ag) detectors.

As can be seen from Figure 4, the moderation had a sub-
stantial impact on the neutron count rates measured with 
all detector types. For instance, with the 3He proportional 
counter, the measured count rates were reduced by almost 
half when the source was moderated. For the other detec-
tors tested, the moderation impacted oppositely: the count 
rates were higher when the source was moderated. Con-
sequently, it is relevant for the inspectors monitoring the 
nuclear disarmament to know if the shielding or moderation 
i.e., the surrounding material of the TAI has changed in be-
tween neutron measurements.

4.	 Discussion

Although the moderated 3He proportional counter was the 
most reliable neutron detector tested, the measured neu-
tron count rates of the 3He proportional counter still varied 
significantly in various environments. Figure 5 shows the 
relative percentage differences in the neutron count rates 

Figure 5: Relative percentage difference in neutron count rate of 
3He proportional counter vs. source-to-detector distance. In the 
figure, circles represent how much the measured neutron count 
rates of the outdoor measurements differ from the indoor 
measurements, and crosses show how much the predicted 
neutron count rates differ from the actual measured indoor values. 
Uncertainties are included for each data point.
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detection instruments. By comparing data from new and 
older measurements performed in similar conditions as well 
after calculating the required decay corrections one can 
make conclusions about the device performance and make 
the necessary corrections if needed. By applying the les-
sons learned from this study such instrument testing/cali-
bration should be performed in as an open environment as 
possible using a short (preferably constant) SDD. Between 
inspections, the host could store 252Cf reference source in a 
sealed container.

5.	 Conclusions

In this paper, we show that all the tested neutron detection 
instruments and methods are sensitive to source shielding/
moderation. Therefore, changes on those should be com-
municated to the inspecting party. The selection of an opti-
mal neutron detector for verification use is important. Neu-
tron monitoring simplifies if only one type of instruments is 
used. In the neutron measurements as short measurement 
distances as possible should be employed to minimize the 
influence of the environment on the measurement results 
(using a constant measurement distance would facilitate 
the analysis work even further). Testing a host-provided in-
strument with a well-calibrated 252Cf reference source in an 
open environment and with a short measurement distance 
adds confidence to the overall process (instrument perfor-
mance check). Between inspections, the host could store 
such reference sources in a sealed container.

The study also shows that the confidence provided by the 
neutron measurements can be significantly enhanced by 
performing measurements with the bare 252Cf reference 
source in the same environments and geometries as the 
actual measurements of the TAIs. In the future, one could 
continue the studies of this approach by using more realis-
tic TAI surrogates. Note that the neutron count rates re-
corded from the TAIs in different environments are probably 
classified information, but their comparisons may not be. 
Therefore, part of the data analysis may have to be con-
ducted behind the information barrier.
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1.	 Introduction

Potential future nuclear arms control treaties are likely to re-
quire much more rigorous and intrusive measures for verifi-
cation as nuclear weapons states move beyond current ab-
sence verification methods such as those employed in New 
START (Evans, 2021). As such, methods more advanced 
than neutron detection above a threshold to confirm the 
presence or absence of a nuclear warhead or component 
are likely to be a central function of a verification regime. 
While standard methods for nuclear assay such as gamma 
ray spectroscopy and/or neutron measurements are largely 
capable of performing this function, the amount of informa-
tion revealed during the analysis is likely too high for a nu-
clear arms control regime; nuclear warhead design infor-
mation can be inferred from these measurements, thus 
potentially disclosing sensitive strategic information to a 
treaty partner. Hence, a critical need for nuclear arms con-
trol verification is a method that produces high-confidence 
assessments without revealing sensitive information such 
as can be inferred from gamma ray spectra or detailed 
neutron signatures.

1.1	 Background

There are numerous approaches to protecting sensitive in-
formation, also referred to as information barriers (IBs). Fig-
ure 1 illustrates several types of information barriers which 
can be used within a verification process to act as informa-
tion reducers and prevent the passage of sensitive informa-
tion (red side) while allowing a reduced or transformed sub-
set of non-sensitive information to proceed (black side). 
The approach described in this paper is a form of an intrin-
sic information barrier, wherein the pulses from a gamma 
and/or neutron detector are analyzed immediately and indi-
vidually, without the creation or storage of accumulated 
spectra, dose rates, or other potentially sensitive informa-
tion. This type of information barrier is complementary to 
other approaches, such as physical encryption, zero 
knowledge protocols (ZKP) and electronic information 
barriers.

Yan and Glaser (Yan & Glaser, 2015) provide a comprehen-
sive review of past warhead verification systems incorpo-
rating several types of information barriers. Additional sys-
tems (Hamel, 2018) (White, 2012) (Wolford & White, 2000) 
have been included for background consideration in this 

Abstract:

In potential future nuclear arms control treaties, methods to 
confirm the presence or absence of a nuclear warhead or 
nuclear components are likely to be a central function of a 
verification regime. Higher confidence in verification 
methods can be achieved through more rigorous, thus 
potentially sensitive, analysis of radiation signatures from 
treaty accountable items. Therefore, methods that protect 
sensitive information while allowing for rigorous analysis are 
a critical component of any potential nuclear treaty 
verification system; these methods are referred to as 
information barriers. In this paper, we describe the 
development of a novel radiation analysis method for list-
mode (time-stamped pulse heights, pulse-by-pulse) 
inference using linear classifiers trained on a large set of 
synthetically generated high resolution gamma spectra. In 
practice, each detector pulse would be fed into a linear 
classif ier with the applied weight incrementing or 
decrementing counters for each class. After a set number 
of pulses, the highest output score determines the 
classification of the source of radiation. As such, this 
method serves as both a verification algorithm and 
information barrier combined. This new method achieves 
reliable discrimination (83% accuracy) of notional nuclear 
weapons grade treaty accountable item radiation 
signatures from those of a diverse, largely unconstratined, 
set of nuclear, medical and industrial radioisotope 
combinations. Importantly, this is shown to be achievable 
without the collection or processing of a potentially 
sensitive gamma radiation spectrum. This study serves as 
a proof of concept for the development of an intrinsic 
information barrier for attribute identification supporting 
nuclear arms control treaty verification.
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chine Learning.

ESARDA Bulletin, Volume 65, December 2023	 https://doi.org/10.3011/ESARDA.IJNSNP.2023.2

Padilla, E., Komkov, H., Siefert, C., Hecht, A., Kamm, R., Weinfurther, K., & Valencia, J. (2023, December). List Mode Inference Using Linear Classifiers for Nuclear Arms 
Control Verification, ESARDA Bulletin - The International Journal of Nuclear Safeguards and Non-proliferation, 65, 10-18.  https://doi.org/10.3011/ESARDA.IJNSNP.2023.1



11

ESARDA Bulletin, Volume 65, December 2023

paper and a subset are summarized in Table 1, categorizing 
them according to the proposed conventions in Figure 1.

Table 1 categorizes historically-developed arms control ver-
ification concepts and systems by three primary design as-
pects: 1 – template or attribute verification approach, 2 – 
active or passive measurement and 3 – the type of 
information barrier employed. Each of these design as-
pects have associated strengths and weaknesses and 
cannot be truly evaluated independent of a well-defined 
treaty regime. For example, plutonium absence verification 
can reasonably be expected to be achievable using a much 
simpler method (gross neutron counting (Harahan, 1993)) 

than neutron tomographic imaging combined with ultra-
high-resolution gamma spectroscopy; the simplest pro-
posed method of performing a specific treaty verification 
task has a higher likelihood of negotiated implementation.

Compared to attribute verification systems, template verifi-
cation systems are often considered easier to implement, 
since these can be designed to be performed behind an in-
formation barrier, sometimes requiring little to no a priori 
knowledge about the treaty accountable item (TAI). All that 
matters is that a TAI matches a measurement to a refer-
ence TAI or “golden copy”. The crux of template-based ver-
ification systems (TRIS, NMIS, CIVET, CONFIDANTE, 

Figure 1: Information Barriers within a Verification Process

System Description (Template/Attribute)
Active 

Interrogation
Information 

Barrier

TRIS (Seager, et al., 2001)
Low resolution gamma spectrum 

template
Passive Electronic IB

TRADS (Mitchell & Tolk, 2000)
HPGe-based Pu attribute measurement 

(minimum mass and enrichment)
Passive Electronic IB

(F)NMIS (Hamel, 2018) Fast neutron template imaging Active N/A

AVNG (Langner, et al., 2002)
Neutron Multiplicity and HPGe-based 

attribute measurement
Passive Electronic IB

3G-AMS (Dale, et al., 2009)
HPGe and Neutron slab detector based 

attribute measurement
Passive Electronic IB

UKNI (Chambers, et al., 2010)
HPGe-based plutonium attribute 

measurement
Passive Electronic IB

INPC (Hamel, 2018) HPGe-based attribute measurement Passive Electronic IB

CIVET (Vanier, et al., 2001) HPGe-based gamma spectrum template Passive Electronic IB

CONFIDANTE (Marleau & Krentz-Wee, 
2020)

Fast neutron coded aperture template Passive ZKP

Princeton ZKP (Glaser, Barak, & 
Goldston, 2014)

Neutron radiography template Active ZKP

Princeton/MIT (Hecla & Danagoulian, 
2018) (Engel & Danagoulian, 2019)

Nuclear resonance template Active
Physical 

Encryption/ZKP

Table 1: Summary of Previous Arms Control Verification Systems
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Therefore, this analysis is generally performed behind an 
electronic information barrier to protect against the release 
of sensitive measurement data to an inspector.

While template verification systems can more easily limit 
the generation of sensitive information, they are completely 
reliant on the veracity of the golden copy template, creating 
a single point failure. On the other hand, attribute verifica-
tion systems can be designed to confirm the veracity of 
TAIs (or even golden copies themselves), while relying on 
electronic information barriers and more rigorous authenti-
cation and certification needs. Depending on the specific 
treaty regime and agreed upon implementation protocols, 
either a template, attribute or combined approach may be 
most effective.

When considering passive measurements versus active in-
terrogation, the simplest proposed solution to address the 
needs of the verification regime is more likely to result in 
successful implementation negotiations, as seen in INF ne-
gotiations (Harahan, 1993). As nuclear arms control reduc-
tion treaties progress from New START-like treaty regimes 
(absence verification), more intrusive inspection approach-
es are likely to be necessary. If the nature of nuclear arms 
control treaties follows a progressive track towards com-
plete global nuclear disarmament, solutions spanning mul-
tiple levels of intrusiveness and complexity will be required. 
It follows that the complexity of system hardware is directly 
proportional to the level of intrusiveness of the inspection 
technology, and also to the difficulty of performing authen-
tication and certification on inspection equipment. Active 
interrogation systems will need to be authenticated by the 
inspection team and certified by the hosts as whole, mean-
ing additional effort for developing trust in imaging sources 
(linacs, nuclear reactors, x-ray generators, etc.) will have 
additive effort and the potential for reduced trust as they in-
troduce more attack vectors (each piece of hardware must 
be authenticated and certified down to individual electronic 
components. (Greenberg, 2019))

When designing information barriers, having the IB further 
to the left (Figure 1) lowers the number of potential vectors 
for sensitive host information exfiltration. Once the sensitive 
information is stripped out it cannot be regenerated. Thus, 
from a host perspective, pushing the IB as far to the left as 

Princeton ZKP, Princeton/MIT), then, is the authenticity of 
the golden copy, and how the inspecting party can attain 
confidence in the item presented as a golden copy. Owing 
to the difficulty of certifying a golden copy, this huge con-
sideration is often deferred as part of future work.

In an attempt to address the golden copy obstacle, Hecla 
and Danagoulian (Hecla & Danagoulian, 2018) propose a 
method by which a golden copy warhead is selected at 
random and with minimal notice from a fielded system. 
Even this approach has many potential pitfalls, as this ap-
proach could only work for ground-based ICBMs subject 
to overhead imagery and persistent monitoring; submarine/
ship launched warheads, as well as the myriad bombs, 
cruise missiles and tactical nuclear munitions are more 
easily moved and not subject to persistent monitoring by 
design. During the Intermediate Range Nuclear Forces 
Treaty (INF), inspection notices gave up to six hours of time 
to the host country to allow an inspection (Harahan, 1993), 
ample time for golden copy spoofs to be emplaced. Fur-
ther, the method proposed by Hecla and Danagoulian was 
to scan only the pit of a warhead, due to the possibility of 
neutron and x-ray/gamma ray shielding materials being 
present in a fully assembled nuclear weapon. The disas-
sembly of a nuclear weapon is a highly sensitive operation 
and would need to be performed in private, thus allowing 
the host country to modify (e.g., smash, shield, or other-
wise obfuscate the true form and signature) the pit before 
placing in a black box for subsequent golden copy tem-
plate generation. Combined with undisclosed and host-
controlled anti-mask templates, a flattened and shielded pit 
used as a golden copy could then allow for simple spoofing 
of warhead dismantlement.

This inherent difficulty in golden copy certification demon-
strates the value of attribute verification systems. Instead of 
blindly comparing two items, these systems seek to verify 
one or multiple signatures consistent with various charac-
teristics (attributes) of a warhead, such as the presence of 
weapons grade nuclear material, certain isotopic ratios, ge-
ometric extent of intrinsically radioactive material, minimum 
mass of fissile material, etc. To achieve this, attribute verifi-
cation systems generally require the measurement and 
analysis of more sensitive information, such as gamma 
spectra, neutron multiplicity and/or radiographic imaging. 

Figure 2: List-Mode Linear Classifier Architecture
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the verification process allows is desirable, and incorporat-
ing redundant IB’s of independent design will add trust.

In contrast, an inspector may gain higher confidence in a 
measurement by performing rigorous analysis on the raw 
signatures of TAI’s with an IB as far to the right as possible, 
depending on the verification technologies involved. These 
competing design constraints result in the development of 
vastly different approaches to the challenge of nuclear war-
head verification.

Instead of using an electronic information barrier to sepa-
rate sensitive data from an output display (far right in Figure 
1), the method we propose is inherently limited in the 
amount of information it collects. Individual gamma ray de-
tection pulses from a detector are input into the linear clas-
sifier individually, and only four floating point values are 
saved (Figure 2). The gamma ray spectrum, which is sensi-
tive information, is never collected.

Figure 2 illustrates our linear classifier system architecture, 
which will ingest a pre-defined number of pulses in list-
mode, storing only running scores for a small number of 
classes.

1.2	 Scope

The concept of operation for this method in a treaty verifi-
cation scenario is that a spectroscopic gamma detector 
system would be developed to run exclusively in list-mode 
operation and set to process a pre-defined number of 
pulse events sequentially. Ingesting a set number of pulses 
is a key normalization function allowing for source strength 
information to be largely obviated and relevant radiation 
signatures appropriately weighted. However, administrative 
controls for minimum and maximum count rates would be 
necessary to guard against highly shielded sources or de-
tector saturation, respectively. During a verification pro-
cess, the detector system would be set up to measure the 
treaty accountable item, and at the end of collection the 

highest class score would be used to determine the type of 
item being measured (Figure 2).

This paper does not directly address authentication and 
certification concerns, as that will be done in future work. 
The primary goal of this paper is to present a novel infor-
mation barrier and algorithmic approach to warhead verifi-
cation. As discussed in the previous section, there has nev-
er been a complete, end-to-end verification technology 
solution to the many problems posed by nuclear arms re-
duction treaties; many systems have been developed to 
address specific issues at various points in a more broadly 
comprehensive nuclear arms control treaty. This system is 
envisioned as a flexible option capable of tailored attribute 
measurement.

2.	 Approach

The necessarily transparent nature of nuclear arms control 
verification research and development often requires the 
use of publicly available and non-sensitive datasets. While 
more constrained (and thus potentially more sensitive) 
datasets might yield better algorithm performance, the abil-
ity to co-develop and share methods and approaches is 
highly prioritized in the arms control verification research 
community. For this initial proof of concept, our team used 
an algorithmic approach to generate synthetic spectra, 
which were fed into a linear classifier described in the fol-
lowing sections.

2.1	 Data Generation

GADRAS, a software suite developed to perform detector 
response modeling, is used to generate realistic gamma-
ray spectra for a multitude of potential detectors to nearly 
any radiological source of interest (Thoreson, et al., 2019). 
With ongoing development for over three decades, the 
built-in library of radioisotopic sources is robust, and rapid 
radiation transport modeling allows users to generate 

Table 2: Fissile materials and their associated parameters (Nelson & Sokkappa, 2008)

Material
Very Highly 
Enriched 
Uranium

Highly Enriched 
Uranium (20-85%)

Weapons 
Grade Pu

Reactor Grade 
Pu 33 MWd/kg

Reactor 
Grade Pu 65 

MWd/kg

233U Am Np

Composition 
(weight %)

234U, 0.70
235U, 85-92

236U, 0.3
238U, rest

234U, 0.70
235U, 20-85

236U, 0.3
238U, rest

236Pu, 5e-9
238Pu, 0.015
239Pu, 93.63

240Pu, 6.0
241Pu, 0.355

236Pu, 3e-8
238Pu, 1.2

239Pu, 59.0
240Pu, 24.0
241Pu, 11.8
242Pu, 4.0

236Pu, 4e-8
238Pu, 4.6

239Pu, 49.36
240Pu, 23.92
241Pu, 12.49
242Pu, 9.63

232U, 3e-4
233U, rest

Am Np

Age (y) 0 - 65 0 - 65 0 - 20 0 - 20 0 - 20 0 - 5 0 - 20 0 - 20

Mass (kg) 1 - * 1 - * 0.5 - 10 1 - 13 1 - 13 1 - 16 1 - 60 1 - 60

Density (g/cc) 18.95 18.95 15.75 15.75 15.75 18.95 12.0 20.45
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simulated spectra for fairly complex sources. Users can 
specify radiation emitting materials as well as shielding ma-
terial layers in arbitrary configurations. The catalogue of 
training data used in this study comprises two principal 
classes of simulated sources: nuclear material and nui-
sance sources.

A method for generating random sources containing vari-
ous forms of nuclear material is described by Nelson and 
Sokkappa (Nelson & Sokkappa, 2008). Following the algo-
rithm for generating nuclear threat objects in this “Spanning 
Set” paper, tens of thousands of randomly generated fissile 
and fissionable material objects were created as GADRAS 
1D models and transported to produce simulated gamma 
ray spectra. Material age and isotopic ratios were sampled 
as prescribed by the algorithm and outlined in Table 2. 
Some targeted model generation was performed to allow 
for class balanced training, e.g., the branching ratio speci-
fied for models containing two layers of fissile material was 
10%, and of these many were supercritical and therefore 
not usable.Table 2 – Fissile materials and their associated param-
eters (Nelson & Sokkappa, 2008)

Nuisance sources encompass 184 radionuclides contained 
in GADRAS’s built-in library; most commonly-known medi-
cal, industrial, and natural radioisotopes are available for 
simulating detector responses. These radionuclides were 
randomly selected and grouped up to three at a time, in 
varying activities from 10 mCi to 1 mCi. Modeled as point 
sources, these mixed isotope “cocktails” were then placed 
inside randomly generated layers of shielding as prescribed 
in the “Spanning Set” paper (Nelson & Sokkappa, 2008). 
The product of this data generation process is a continu-
ously growing library (over 90,000 spectra at the time of 
writing this paper) of highly-realistic gamma ray spectra 
representing a very diverse set of medical, industrial and 
nuclear radiological sources of varying strength and shield-
ing configurations.

2.2	 Linear Classifier

The requirement to not store a full spectrum, even tempo-
rarily, necessitates processing each pulse as it arrives to 
the classifier. Instead of constructing a spectrum – sum-
ming the data in energy bins before it enters the classifier – 
we instead apply classifier weights to each pulse, keeping a 
running sum of the classifier’s output. Notably, this is in-
compatible with typical classification algorithms such as 
neural networks with nonlinear activations, because for a 
nonlinear function , the function of a sum is not necessar-
ily equal to the sum of the function for scalar inputs  

 for scalar inputs . List-
mode processing can be done with models that have no 
nonlinear elements, such as linear classifiers.

3.	 Theory

A linear classifier is a linear mapping of inputs  to output 
scores , which can be described in terms of vectors rep-
resenting sets of data and outputs as: 

	 	      (1)

where  is a vector of inputs,  is a matrix of weights,  is 
a vector of biases, and  is a vector of output scores. The 
weights and biases are tunable parameters, which are 
trained using an optimization algorithm such as stochastic 
gradient descent. During inference, the predicted output 
class is determined by the index of the maximum value in 

the vector of output scores, . The desired output ( ), also 
called the ground truth, is represented by a vector of zeros 
with 1 in the index of the true class.

Linear classifiers have the advantage of being highly inter-
pretable, which is useful in an arms verification context. The 
input-output mapping is plainly shown by the weights. 
There are several complementary interpretations of the 
weights: the first is that they define templates onto which 
inputs are projected. A dot product of an input onto a tem-
plate that is similar to it results in large output magnitude. 
The second interpretation is that the weights and biases 
are slopes and intercepts of decision planes in feature 
space, in which every input is a point. The planes make bi-
nary separations of the points into classes.

To train machine learning models, data is separated into a 
training set with which the model’s weights and biases are 
adjusted, a validation set used to monitor the model’s per-
formance during training, and a test set used to measure 
the model’s final accuracy. The weights and biases are ran-
domly initialized. The output of each training example is 
computed, and a loss function quantifies the error between 
the computed output scores and the ground truth (the de-
sired output). A common choice of cost function in a classi-
fication task is categorical cross-entropy loss. First, the 
softmax function, s, (also called the normalized exponential 
function) is computed over the scores, , converting them 
to normalized probabilities: 

	 	 (2)

where the sum is taken over C output classes. Then the 
cross-entropy (CE) between the softmax output and the 
ground truth is computed: 

	 		  (3)

Because  is a vector in which there is a single nonzero en-
try of value 1, the sum can effectively be removed from the 
equation, thereby making equation (4) the full categorical 
cross-entropy loss function, where  is the output in the 

index of the true class as given by . .
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	 	 (4)

In training, the weights and biases are adjusted to minimize 
the loss function by taking steps in the direction of the 
downward gradient of the loss function with respect to 
each tunable parameter. Despite the simplicity of our mod-
el, optimization is difficult because the inputs to the linear 
classifier are poorly-conditioned: gamma-ray spectra have 
significant differences in the orders of magnitude of their in-
put features, and due to constraints of our algorithm, no 
nonlinear pre-processing transformations are permissible. 
The Adam optimizer (a form of gradient descent optimiza-
tion) (Kingma & Ba, 2014) was selected for this application 
because of its individual adaptive learning rates for every 
parameter, with an initial learning rate of 0.1, for 100,000 
epochs.

3.1	 Equivalence of Linear Classifier Inference on 
Binned and List Mode Data

Assume that at some time t > 0 we have recorded p puls-
es. Let  be the bin associated with pulse i, for 

. Let evi be a vector of length N that is zero ex-
cept for the vi -th entry, which is one. Let our energy spec-
trum x, be defined as  which is the count of the 
pulses in each bin. Finally, let our linear model be defined 
as . Then,

	  	 (5)

	 ,	 (6)

	 ,           	 (7)

which means we can apply the W portion of the linear 
model to each individual pulse, rather than the whole accu-
mulated x  vector and get the same answer.

Therefore, a linear classifier trained on spectra may per-
form inference on a spectrum, or inference on list-mode 
data while keeping a running sum of the outputs, and the 
results will be the same.

4.	 Experiment

For this initial study, the standard detector response func-
tion for an ORTEC Detective EX-100 HPGe was used, with 
all spectra including default Albuquerque, NM natural back-
ground radiation. All spectra generated for model training 
were ideal, without Poisson noise; the impacts of varying 
the background and the counting statistics were not con-
sidered as part of this study. In general, this effect can be 
mitigated through administrative controls requiring the ob-
ject of interest count rate to exceed a minimum threshold 
value based on background count rates (3s is a commonly 
used multiplier).

To test our approach, we compared models containing 
weapons-grade material, defined for this study as 94% Pu-
239 and greater than or equal to 90% enriched U-235 
(weight percentages) to models containing reactor-grade 
material to determine if we could discriminate the different 
material types. Weapons-grade-containing models were 
discriminated from models containing reactor-grade materi-
al, highly enriched uranium (HEU) material just below the 
arbitrary threshold of weapons-grade used in this study, 
and standard radiological sources such as industrial and 
medical isotopes. Class 1 contains the 90%+ U-235 sam-
ples, class 2 contains the 94% Pu-239 samples, and class 
3 contains samples with a combination of uranium and plu-
tonium layers, where at least one shell layer is weapons 
grade. All other samples, whether sub-threshold or con-
taining only industrial and/or medical isotopes are defined 
as class 0.

Our training data consists of 41,595 samples, of which 10% 
are used for validation, and our testing set consists of 5,136 
samples. Every spectrum in the dataset is normalized so 
that the features (in this case counts in each channel bin) 
sum to 1. There are 8127 features, spanning energies from 
20keV – 3.27 MeV (the default bin structure of the Detective 
EX-100 is 8192 channels, though 65 were below the lower-
level discriminator and thus excluded from our optimization 
and training processes.

After the training and loss curves fully converged, the vali-
dation set accuracy was compared to other commonly 
available machine learning models included in MATLAB’s 
classification learner (The MathWorks, Inc., 2022).

5.	 Results

Primary emissions from HEU (blue) and Pu-239 (green) are 
illustrated in Figure 3, which are representative, ideal, plots 
from GADRAS of both weapons grade plutonium (WGPu) 
and HEU sources as would be measured with standard Al-
buquerque, NM USA terrestrial and cosmic background. 

Figure 3: Example Gamma Spectra from HEU (Blue) and WGPu 
(Green)



16

ESARDA Bulletin, Volume 65, December 2023

Where  is the Moore-Penrose pseudo-inverse of the 
weight matrix. The back-solved spectrum is then rescaled 
to match the maximum and minimum of the original spec-
trum for convenient visual comparison. The results shown 
in Figure 5 are representative of all examples visualized; the 
input spectrum or pulse train is unrecognizable from the 
backwards reconstruction.

Accuracy results on the test set are summarized in Table 3, 
with our linear classifier confusion matrix shown in Figure 6.  
We show class-weighted accuracy measures as well as 
two measures specific to our dataset. The first study-spe-
cific accuracy, red/green, measures the binary classifica-
tion accuracy of natural, industrial, medical, and sub-
threshold special nuclear material (SNM) sources of 
radiation (class 0) versus all weapons grade nuclear materi-
al as defined in this study (classes 1, 2 and 3). The second 
study-specific accuracy, Class 3f, is a 4-class classification 
which “forgives” any misclassification of class 3 material 
(containing layers of both uranium and plutonium with at 
least one of them weapons grade) as class 1 or class 2.  
The logic here is that a sample which contains WGPu nest-
ed outside of HEU may preferentially self-shield the 

The methods described in the previous section were used 
to optimize the weights and biases for this dataset, shown 
in Figure 4. Weights are plotted against energy bins for 
each class on the left, with the distribution of weights plot-
ted on the right.

Due to the large variation in magnitudes of the features and 
the inability to apply any nonlinear preprocessing tech-
niques (incompatible with list-mode data), convergence of 
the model was extremely slow; 100,000 epochs were run 
to achieve the results presented in this paper. 

An important feature of an information barrier is the con-
cept of irreversibility, wherein the sensitive input signatures 
cannot be reconstructed given information to which an in-
spector may have access. In this proposed system, that 
would include the classifier’s outputs and linear classifier 
weights. Figure 5 shows an example spectrum that was re-
constructed by multiplying the classifier’s output by the 
weights: 

	 		     (8)

Figure 4: Weights and Biases of Linear Classifiers

 
Figure 5: Example Reconstructed Gamma Energ Spectrum
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From the confusion matrix (Figure 6), it is apparent that the 
largest single source of error in our linear classifier comes 
from misclassifying “other” sources (class 0) as 90%+ high-
ly enriched uranium (class 2). This is somewhat expected, 
in that HEU is a relatively low-intensity source with most 
gamma emissions in the sub-200 keV energy range; with a 
minimal amount of shielding, HEU can be very hard to de-
tect and therefore identify reliably. Further, due to the pre-
scribed structure of the Spanning Set data generation algo-
rithm, HEU enrichment was varied linearly from 20-92%, 
meaning much of the class 0 data is sub-threshold HEU 
(89% or less) with nearly identical signatures to 90-92% en-
riched HEU.

6.	 Conclusions and Future Work

We have shown an inherently information-limited method to 
classify radioactive sources using a linear classifier per-
forming inference on list-mode gamma ray data. A sensitive 
spectrum is never collected, and the input cannot be re-
constructed from the values that are stored. 

Our results show 83% classification accuracy in distin-
guishing weapons grade nuclear material (as defined here) 
from nuisance sources, which include special nuclear ma-
terial and thousands of combinations of medical and indus-
trial isotopes. This initial result is a promising indicator that 
our algorithm will perform well with further refinement. Par-
ticularly interesting would be a closed-loop data generation 
method to maximize generation of spectra on the decision 
boundaries, therefore generating data that maximally im-
proves the model. 

Beyond additional data generation, there are opportunities 
to add complexity to the linear model to enable a more 
complicated decision surface defining class boundaries. 
One option is to include additional output classes, possibly 
by an unsupervised clustering of existing data into similar 
groups. More sophisticated non-invertible list-mode-com-
patible architectures also hold promise, such as an autoen-
coder with list-mode encoder and nonlinear decoder, stor-
ing intermediate values between them.

From a signature verification perspective, increased perfor-
mance is expected when adding other radiation detection 
modalities such as neutron counting or multiplicity, poten-
tially in addition to further constraining the class definitions 
to include attributes such as minimum mass of weapons 
grade material or the presence of high explosives. Substi-
tuting gamma-only scintillators with lithium loaded neutron-
sensitive inorganic detectors such as Cs2LiYCl6:Ce (CLYC) 
or Cs2LiLaBr6-xClx:Ce (CLLBC) is also of interest. Parametric 
studies investigating background variation, statistical sam-
pling in list mode (accuracy vs. total counts), minimum 
mass of SNM and detector resolution are also being 
pursued.

emissions from uranium and therefore appear to contain 
only plutonium. The class 3f accuracy measure considers 
such a classification as correct instead of erroneous. These 
caveated accuracy results are relevant to a notional treaty 
verification regime in which the inspector may only care 
whether an object contains weapons grade nuclear materi-
al or not.

The Tree and k-nearest neighbors (KNN) models are com-
puted using MATLAB’s classification learner app (The 
MathWorks, Inc., 2022) and consists of all of the “quick to 
train” models available in the app. None of the MATLAB 
models are compatible with list mode data, but we have in-
cluded them for the sake of comparison to illustrate relative 
performance of our linear classifier to existing mature clas-
sifiers without the additional self-imposed limitations of this 
application. 

Accuracy: Class-weighted Red-Green Class 3f
fineTree 70.40 83.07 86.87
medTree 65.28 78.62 84.82
coarseTree 54.66 74.15 76.92
fineKNN 65.94 79.87 77.22
medKNN 67.16 81.63 82.46
coarseKNN 66.07 80.51 84.70
cosineKNN 67.14 81.82 82.15
cubicKNN 67.21 82.04 82.65
weightedKNN 68.97 82.09 83.11
linear classifier 73.03 83.13 82.85

Table 3: Accuracy Results for Associated Classifiers

The linear classifier presented in this paper achieved the 
highest class-weighted and Red-Green accuracy scores, 
while achieving slightly above average for the class 3 forgiv-
ing score.

Figure 6: Linear Classifier Confusion Matrix



18

ESARDA Bulletin, Volume 65, December 2023

Classified Forms for the Trilateral Initiative. Vienna, 
Austria: International Atomic Energy Agency.

12.	 Marleau, P., & Krentz-Wee, R. (2020). CONFIDANTE 
Demonstration Prototype Report. Albuquerque, NM, 
USA: Sandia National Laboratories.

13.	 Mitchell, D. J., & Tolk, K. M. (2000). Trusted Radiation 
Attribute Demonstration System. INMM 41st Annual 
Meeting. New Orleans, LA, USA.

14.	 Nelson, K., & Sokkappa, P. (2008). LLNL-TR-408407 
A Statistical Model for Generating a Population of Un-
classified Objects and Radiation Signatures Spanning 
Nuclear Threats. Livermore, CA: Lawrence Livermore 
National Laboratory.

15.	 Seager, K. D., & al, e. (2001). Trusted Radiation Identi-
fication System. Albuquerque, NM, USA: Sandia Na-
tional Laboratories.

16.	 The MathWorks, Inc. (2022). Classification Learner. 
Retrieved April 4, 2022, from https://www.mathworks.
com/help/stats/classificationlearner-app.html

17.	 Thoreson, G., Horne, S., Theisen, L., Mitchell, D., 
Harding, L., & Amai, W. (2019). SAND2019-14305 GA-
DRAS Version 18 User's Manual. Albuquerque, NM: 
Sandia National Laboratories.

18.	 Vanier, P. E., & al, e. (2001). Study of the CIVET Design 
of a Trusted Processor for Non-intrusive Measure-
ments. Annual Meeting of the Institue of Nuclear Ma-
terials Management. Indian Wells, CA, USA.

19.	 White, G. (2012). Review of Prior U.S. Attribute Meas-
urement Systems. Livermore, CA, USA: Lawrence 
Livermore National Laboratory.

20.	 Wolford, J. K., & White, G. K. (2000). Progress in 
Gamma Ray Measurement Information Barriers for 
Nuclear Material Transparency Monitoring. Institute of 
Nuclear Materials Management 41st Annual Meeting. 
New Orleans, LA, USA.

21.	 Yan, J., & Glaser, A. (2015). Nuclear Warhead Verifica-
tion: A Review of Attribute and Template Systems. 
Science & Global Security, 23, 157-170.

7.	 Acknowledgements

This work was supported by Laboratory Directed Research 
and Development funding at Sandia National Laboratories.

8.	 References

1.	 Chambers, D. M., & al, e. (2010). UK-Norway Initiative: 
Research into Information Barriers to all warhead at-
tribute verification without release of sensitive or prolif-
erative information. 51st Annual Meeting of the Insti-
tute of Nuclear Materials Management. Baltimore, 
MD, USA.

2.	 Dale, C., & al, e. (2009). Third-Generation Attribute 
Measurement System Conceptual Design Report. Los 
Alamos, NM, USA: Los Alamos National Laboratory.

3.	 Engel, E. M., & Danagoulian, A. (2019). A physically 
cryptographic warhead verification system using neu-
t ron induced nuc lea r  resonances.  Nature 
Communications(10).

4.	 Evans, D. (2021). Strategic Arms Control Beyond New 
START - Lessons from Prior Treaties and Recent De-
velopments. Johns Hopkins University Applied Phys-
ics Laboratory LLC.

5.	 Glaser, A., Barak, B., & Goldston, R. J. (2014). A zero-
knowledge protocol for nuclear warhead verification. 
Nature, 510, 497-502.

6.	 Greenberg, A. (2019, October 10). WIRED. (Condé 
Nast) Retrieved January 23, 2023, from https://www.
w i red.com/sto r y/p lant-spy-ch ips-ha rdware- 
supermicro-cheap-proof-of-concept/

7.	 Hamel, M. (2018). Next-Generation Arms-Control 
Agreements Based on Emerging Radiation Detection 
Technologies. Institute of Nuclear Materials Manage-
ment 59th Annual Meeting. Baltimore, MD, USA.

8.	 Harahan, J. P. (1993). On-Site Inspections Under the 
INF Treaty, A History of the On-Site Inspection Agency 
and Treaty Implementation, 1988-1991. Washington, 
DC USA: Library of Congress Cataloging-in-Publish-
ing Data.

9.	 Hecla, J. J., & Danagoulian, A. (2018). Nuclear disar-
mament verification via resonant phenomena. Nature 
Communications, 9.

10.	 Kingma, D., & Ba, J. (2014). Adam: A Method for Sto-
chastic Optimization. 3rd International Conference for 
Learning Representations. San Diego.

11.	 Langner, D., & al, e. (2002). Attribute Measurement 
Equipment for the Verif ication of Plutonium in 



19

Dynamic Network Analysis of Nuclear Science Literature 
for Research Influence Assessment

Samrat Chatterjee, Dennis Thomas, Daniel Fortin, Karl Pazdernik, Benjamin Wilson, and Lisa Newburn

Pacific Northwest National Laboratory, 902 Battelle Blvd, Richland, WA 99354 USA,  
E-mail: samrat.chatterjee@pnnl.gov, dennis.thomas@pnnl.gov 

1.	 Introduction

Activities such as publishing nuclear research and expand-
ing scholarly networks include indicators of research influ-
ence – defined as the ability to have the greatest reach (or 
spread) in a scholarly network – and technology advance-
ments. These types of indicators, often buried in large vol-
umes of technical publication data, may reveal spatiotem-
poral patterns associated with a dynamic research 
collaboration landscape. Recent advances in data science 
methods and computational platforms, combined with nu-
clear domain knowledge, might provide the appropriate 
mix of analytic tools that can generate key research influ-
ence insights. While data-driven learning technologies are 
promising for analyzing patterns in large volumes of text, 
applying these methods to a research influence assess-
ment problem over time can be computationally challeng-
ing. Readily available open-source information on research 
collaborations, such as journal papers and technical re-
ports, can offer insights into an evolving nuclear research 
and technology domain. However, there is a need for net-
work-theoretic techniques to better exploit time-varying 
metadata from publications, including authorship, collabo-
ration, and topics of interest.

In this paper, a dynamic network analysis framework is pre-
sented for addressing the challenge of identifying key enti-
ties and capabilities in nuclear research networks. An entity 
may be broadly defined as an author, organization, or state. 
The focus here is on author-level collaboration networks 
based on open-source publication metadata over a 20-
year time period from 2000-2019. Research goals com-
prise of: (1) identifying key network influencers based on 
nuclear research topics, (2) comparing network topology-
based measures with information diffusion-based out-
comes over time, and (3) characterizing influential author 
collaboration dynamics, including persistence and emer-
gence of connections. Data-driven approaches implement-
ed to meet research goals include network construction, 
topic modeling, centrality analysis, information diffusion, in-
fluence maximization, and temporal dynamics analysis. A 
case study application is also presented. 

The remainder of this paper is organized as follows. We 
first present a brief background on network analysis of nu-
clear science literature. Thereafter, we describe the 

Abstract:

Analyzing nuclear science literature via data-driven 
methods is key for assessing research influence and 
technology advancements. Indicators of scholarly activities 
may be buried in publications and collaboration networks 
over time. Mining for relevant scholarly influence trends in 
large volumes of text can be computationally challenging; 
however, open-source information over time can offer 
opportunities to extract meaningful insights. While network 
centrality analysis of scholarly research provides topology-
based insights, additional emphasis on dynamics 
associated with information dif fusion through these 
networks is important. This paper represents a step in that 
direction through the development of a novel dynamic 
network analysis framework and computational engine to 
identify key entities and capabilities over time within global 
scholarly nuclear science collaboration networks. Network 
theoretic, stochastic simulation, and optimization methods 
are used to analyze variability in scholarly interactions, 
influence propagation, and collaboration patterns. A topic-
aware influence maximization algorithm is developed to 
identify key influential authors over time, along with an 
ef f ic ient  para l le l i zed implementat ion to reduce 
computational costs. A case study using open-source 
Scopus data with 33,517 published nuclear research 
papers from 2000-2019 is presented and representative 
analytic insights are generated. Broad implications of these 
insights are discussed, and future research directions are 
also identified.
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framework for modeling state proliferation decisions using 
trade, conflict, alliance, and cooperative agreement net-
works. A policy-oriented aggregated proliferation metric 
over time was defined based on measures of centrality and 
correlation across network layers. 

Network analysis methods above typically rely on topology-
based measures of centrality over time to identify anoma-
lies and key researchers. However, research influence as-
sessment requires additional emphasis on the role of 
dynamics associated with these networks. Specifically, re-
search network dynamics in terms of context or topic-
based information diffusion and evolving collaboration be-
havior. This paper represents a step in that direction and 
presents network-based algorithms and insights from a 
case study application with focus on dynamic research 
network analysis.

3.	 Influential entity identification problem

Identifying influential entities of interest (i.e., author, organi-
zation, or state) as well as the evolution of their capabilities, 
in a computationally efficient manner, within a dynamic sci-
entific research network setting is a challenging problem. 
Temporal patterns in collaboration networks can contain 
significant information on sequencing of events and evolu-
tion of technology advances. Figure 1 presents a concep-
tual illustration of research network dynamics and the evo-
lution of influential authors. At a time t, nuclear technology 
capability of an entity of interest may be reflected via the 
prominence of authors within a nuclear research collabora-
tion network. On the other hand, the interest in pursuing re-
search and development on a particular topic most likely is 
motivated by the desire for advancing technology capabili-
ty. As illustrated here at time t +1, with an evolving research 
landscape, the technology capability of an entity might 
continue to grow as might be evident from increased num-
ber of prominent authors within a research network.

The focus of this study is on developing data-driven algo-
rithms and computational pipelines that may be useful for 
identifying potential influential entities and their capabilities 
over time. Using a global nuclear research collaboration 
network over a 20-year time period, three research ques-
tions were defined: (1) how to identify key network influenc-
ers based on evolving research topics over time? (2) how 
does network topology-based measures of centrality com-
pare against information diffusion dynamics-based out-
comes? and (3) how to characterize influential author col-
laboration dynamics ( in terms of persistence and 
emergence of connections)? A modular dynamic network 
analysis framework, developed to address these research 
questions, is described next.

influential entity identification problem. Next, a modular da-
ta-driven dynamic network analysis framework is presented 
including network construction, topic modeling, topic-
aware influence maximization, and temporal dynamics 
analysis. This is followed by a case study application. Final-
ly, concluding remarks and steps for future research are 
included.

2.	 Network analysis of nuclear science literature

Nuclear technology capability development and transfer 
can include physical items of trade as well as knowledge 
shared in scientific networks by researchers (Molas-Gallart, 
1997). Detecting early signs of proliferation activities, such 
as based on analysis of text-based data from scientific 
publications, may provide additional intervention options 
further “left of boom” (Sheffield, 2020). Analyzing scientific 
literature for evaluating a State’s nuclear activities also 
leads to diversification of information sources for compari-
son to generate safeguards conclusions (Feldman et al., 
2013). Further, the International Atomic Energy Agency 
(IAEA) Physical Model represents a consolidated frame-
work for data fusion and analysis that also includes areas 
of nuclear research and development (Liu & Morsy, 2007). 
As a result, analysis of research networks may be used to 
discover collaboration communities and influencers en-
gaged in nuclear fuel cycle related research and develop-
ment (Iancu, Wilson, Calle, & Gagne, 2018).

Network analysis and text mining techniques have been 
applied before to analyze scientific networks for nuclear ca-
pabilities assessment (Kas et al., 2012; Stewart et al., 2018; 
Diab et al., 2018; Iancu et al., 2018; Goldblum et al., 2019). 
Kas et al. (2012) developed a text-mining tool to construct a 
terminology thesaurus based on nuclear physics research 
with over 20,000 articles. This tool uses citation networks 
to identify key entities – individuals, organizations, and na-
tion states – engaged in nuclear research and topics of in-
terest by mapping key terms to capabilities. Weighted cita-
tion networks have also been studied in the biomedical 
domain under the assumption that all cited papers may not 
have equal influence on the publication of interest (Kim et 
al., 2018). Weights are typically based on topic similarity 
and relative importance of a paper in terms of content.

Stewart et al. (2018) describe a data collection, fusion, stor-
age, analysis, and visualization architecture using open-
source information for nonproliferation applications. Algo-
rithmic methods that were developed include natural 
language processing, knowledge and ontology-graph 
based approaches, link analysis, and geoparsing. Diab et 
al. (2018) describe a natural language processing approach 
for identifying key terms that distinguish uranium from other 
mining processes. Iancu et al. (2018) model publication co-
author relations, patent ownership, and organizational affili-
ation with a directed multigraph. More recently, Goldblum 
et al. (2019) describe a multiplex network science 
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capabilities over time. Computational costs associated with 
various algorithms were also taken into account and paral-
lel computing paradigms were implemented to accelerate 
simulation runs. 

Figure 2 presents our modular dynamic network analysis 
framework and computational engine. On the left, a step-
wise workflow begins from the top with data collection 
from Scopus scholarly publications on nuclear research fol-
lowed by author collaboration network construction. This is 
followed by topic analysis using metadata information such 
as title and abstract. The resulting network structures were 
thereafter subject to dynamic network analysis algorithms 
that led to characterization of key entities and capabilities 
over time. On the right, an overview of the computational 
engine for dynamic network analysis is described in greater 
detail with three connected modules: (1) topic-aware influ-
ence maximization, (2) information diffusion cascade, and 
(3) temporal dynamics analysis.

Methodological details under each of the framework ele-
ments in figure 2 including compute modules within dy-
namic network analysis are described in sections 4.1 to 
4.4. Section 4.1 describes network construction steps in-
cluding data collection and author collaboration network 
representation. Section 4.2 focuses on topic modeling 
based on the Non-negative Matrix Factorization (NMF) al-
gorithm. Next, in section 4.3, topic-aware influence maximi-
zation algorithm is discussed which is based on submodu-
lar optimization and information dif fusion cascade 
simulation. Finally, section 4.4 includes temporal dynamic 

4.	 Dynamic network analysis framework

Dynamic network analysis is a scientific area of study that 
fuses concepts from network science, graph theory, net-
work optimization, and stochastic simulation to character-
ize topology and dynamics associated with networked sys-
tems (Newman, 2018; Barabási, 2016; Carley, 2003). 
Mathematically, a network or graph may be defined as G = 
(V,E), where V is a set of vertices or nodes and E is a set of 
edges or links. A network with order n (i.e., number of 
nodes) is specified by the adjacency matrix, A, an n n 
square matrix where Aij indicates a link connecting node i 
and node j. Dimensions of temporal effects on networks 
may be broadly categorized through: (1) node addition/re-
moval, (2) link addition/removal, (3) dynamic flows across 
networks, and (4) node/link state transitions. Typically, 
graph analytic methods for influence and capability assess-
ment model individuals, organizations, or events as nodes, 
and the relations between nodes as different types of links. 
For example, collaboration networks represent authors as 
nodes and joint authorship on a manuscript as a link be-
tween two nodes. In this study, analytics from collaboration 
networks over time were generated to address the re-
search questions above associated with identifying key 
network influencers, comparing topology-based measures 
of centrality with diffusion dynamics-based outcomes, and 
influential author collaboration dynamics. Pairing of meth-
ods from network science, simulation, and optimization 
within a flexible computational environment was accom-
plished to generate insights about key entities and 

Figure 1: Conceptual Research Network Dynamics Illustration. Research network elements may evolve – grow, shrink, or remain 
consistent – over time. Nodes in a research network represent authors and edges represent collaboration among authors on a research 
paper. A node with dotted lines here represents an influential author. In this illustration, the number of influential authors in the network 
increases from 2 at time t to 4 at time t+1.
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nuclear reactor in the title, abstract and keyword list of 
each article record in Scopus. For example, the query used 
for finding the articles published in the year 2000 was 
specified as: "TITLE-ABS-KEY('nuclear PRE/0 fuel') OR TI-
TLE-ABS-KEY('nuclear PRE/0 energy') OR TITLE-ABS-
KEY('nuclear PRE/0 reactor') AND PUBYEAR IS 2000. The 
same query format is used for other years. The list, howev-
er, did not show one-to-one correspondence between 
each author and their affiliation; this information was ob-
tained from the full metadata information obtained using 
the Scopus API. Records from journals that published less 
than 10 nuclear-related articles in a year were not included 
in the final dataset. The final dataset contained a total of 
33,517 records (articles) in .json format. 

Within Scopus, each article has a unique numeric ID for 
each author. For the publications from the years 2000-2019 
used in this study, there were 64,312 authors from around 
the world. We observed that authors over time may change 
organizational affiliations or use different names (e.g., initials 
or full name) in their publications. As a result, an author may 
get assigned multiple numeric IDs. This may lead to addi-
tional nodes (representing author IDs) in the collaboration 
networks over time. We wrote Python scripts to check for 
cases where an author had multiple IDs but maintained a 
single affiliation--there were 393 (or 0.61% of 64,312) such 
instances among all authors over the 20-year time period in 

analysis based on network centrality measures. The over-
arching goal of this dynamic network analysis framework 
and computational engine was to generate insights on key 
entities and capabilities over time using network-theoretic, 
stochastic simulation, and optimization methods that ad-
dress variability in scholarly interactions, influence propaga-
tion, and author collaboration patterns.

4.1	 Network construction

Steps involved in constructing global collaboration research 
networks are briefly described below.

4.1.1	 Data collection

The data for constructing the global collaboration research 
networks was obtained from Scopus (Elsevier, 2021). We 
used the PyScopus Python package (Zuo, 2023) to search 
and obtain the Scopus identifiers (IDs) of nuclear related ar-
ticles, published in the years from 2000 to 2019, and then 
used the Scopus Application Programming Inferface (API) 
to directly search Scopus by the Scopus IDs to obtain full 
metadata information, particularly, author affiliations and 
abstracts. The list from pyscopus returned the Scopus ID, 
title, publication name, ISSN, volume, page range, date, 
doi, citation counts, publication type, author affiliations 
(name, city, country), author IDs, and full-text links (incom-
plete) of each article. The articles were identified by search-
ing for terms such as, nuclear fuel, nuclear energy, and 

Figure 2: Modular dynamic network analysis framework. Inputs, methodology, and outputs are linked through analytic information flow 
pipelines within and across computational modules described in sections 4.1 to 4.4.



23

ESARDA Bulletin, Volume 65, December 2023

this study. In order to merge or split nodes, additional infor-
mation is needed that indicates whether an author used 
different forms of their name or whether two authors may 
have the exact same name along with affiliation. While ad-
ditional information related to possible author name resolu-
tion can refine our analysis further, it is a non-trivial problem 
to address for a global-scale network and was outside the 
scope of this study. Moreover, given the relatively small pro-
portion of instances (0.61%) in this study where an author 
had multiple IDs but maintained a single affiliation, we did 
not ar tif icially merge, split, or discard any author 
information.

4.1.2	 Author collaboration network

The author collaboration network is a co-authorship based 
influence network, where a node represents an author 
(identified by author id) and an edge represents co-author-
ship between two authors if they had co-authored at least 
one article. Figure 3 presents author collaboration network 
elements and an illustration of network construction when 
multiple authors collaborate on the same article. The net-
work was constructed using the NetworkX Python pack-
age (Schult and Swart, 2008). From each record (.json file), 
we extracted the author names and ids; as well as their in-
stitution name, city, and country from their respective affili-
ations. To quantify the strength or closeness of each pair of 
co-authors, we calculated Newman-Fowler (NF) weights 
(Fowler, 2006; Perianes-Rodriguez et l., 2016) using the 
formula:

	 	      

where aq = 1, if i and j are co-authors of the same publica-
tion p, and 0 otherwise; nq is the number of authors of pub-
lication q. The –1 in the denominator nq – 1 is used to ig-
nore self-links. The NF weights were inverted and assigned 
as edge weights in the graph, so that edge weights can be 
interpreted as cost or distance between two co-authors for 
centrality analysis.

Figure 3: Author collaboration network elements. In this illustration, 
all authors i,j, and k (nodes) collaborate on the same article aijk , 
and inverted Newman-Fowler weights, w* represent collaboration 
strength along edges.

 
Since we are interested in finding authors with maximum 
influence, we only consider the Giant Connected Compo-
nent (GCC) of the network for the influence analysis. The 
GCC is defined as a sub-network that is the largest con-
nected collection of nodes from the original network (Kitsak 
et al., 2018), and was determined using the connected_
components function from NetworkX. Although it may be 
possible that influential authors are present outside of a 
network’s GCC, that possibility was not considered for this 
analysis. Before creating the GCC, we removed densely 
and weakly connected components of the network by re-
moving edges with weights above a threshold value of 20, 
which corresponds to an edge representing one paper co-
authored by 21 authors. Papers co-authored by many au-
thors will appear as densely connected networks in the au-
thor collaboration graph. These networks may represent 
relatively weak collaborations and can end up being select-
ed in the GCC. Papers with more than 100 co-authors are 
also present in our dataset. Therefore, we applied the crite-
rion to remove such densely and weakly connected com-
ponents by removing edges with weights above a thresh-
old value. 

4.2	 Topic modeling

Topic modeling was performed using state-of-the-art NMF 
algorithm (Kuang et al., 2015). NMF is a linear algebra 
based dimension reduction algorithm where the input is a 
normalized term frequency-inverse document frequency 
(TF-IDF) matrix and the outputs are two non-negative ma-
trices representing words by topics and topics by docu-
ments.  We used the NMF outcomes for subsequent influ-
ence maximization analysis.

We implemented the NMF algorithm using the Scikit-learn 
Python package (Pedregosa et al., 2011). The title and ab-
stract of each record were combined and used as the text 
for the topic modeling. The NMF model was fitted with a 
maximum of 1,000 features extracted from the text of 
33,517 records. Common English stop words and corpus-
specific words occurring in the text from only one or two 
records or from at least 95% of the 33,517 records were re-
moved during feature extraction. The features for the NMF 
model were extracted using TfidfVectorizer function in the 
Scikit-learn package. A total of ten topic categories (or top-
ics) were obtained. The number of topics (categories) was 
set to ten, which we found to meaningfully classify the re-
cords with minimal overlap. The weights of the ten topics 
discovered by the NMF model were fitted using sklearn.de-
composition. The NMF module with Frobenius norm mini-
mization and regularization, where the L1 to L2 ratio was 
set at 0.5, and alpha, the constant multiplying the regulari-
zation terms, was set at 0.1, to avoid overfitting.

Each topic is a group of keywords (features), where each 
keyword contributes a certain weight to the topic. The top 
10 words in each topic were used to analyze the meaning 
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The influence maximization method (Kempe et al., 2003) 
uses an information diffusion model to identify the key au-
thors that have the potential to cause maximal spread of in-
formation on a network based on activation probability at 
an edge. We consider the Independent Cascade (IC) ap-
proach (Kempe et al., 2003) as the information diffusion 
model in this study. Figure 4 illustrates this process of infor-
mation diffusion cascade and the feedback with influence 
maximization. Mathematically, the influence maximization 
problem can be defined as follows. Consider a graph G = 
(V, E) that abstracts a complex network, where V is the set 
of nodes V and E is the set of edges . 
There are three types of nodes: (1) active - refers to an au-
thor who is influenced in the current step in an iteration 
path, (2) inactive - refers to an author who was active be-
fore and cannot influence others in subsequent time steps 
in an iteration path, and (3) available - refers to an author 
who can be influenced in the next step in an iteration path. 
The edge  implies that u can influence v. Additional 
simulation conditions are posed by the choice of diffusion 
model. For instance, in the IC-based diffusion model, an 
activated node u has a single chance to activate its availa-
ble neighboring node v with an activation probability of puv. 
Given the possibility of initially activating k nodes, the 

of the topic. The model outputs were the weight distribu-
tions of the ten topics for each record. These weights were 
normalized using the formula, , where  is weight 
of topic  for a record. The topic with the highest normalized 
weight was treated as the dominant topic for that record.

4.3	 Topic-aware influence maximization

The topic-aware influence maximization method (Chen et 
al., 2015) was applied to identify the top 5 authors who can 
influence the information diffusion of a topic mixture in a 
network. The topic mixture is defined as a vector, 

, where  indicates whether topic  is to 
be included (  = 1) or excluded (  =  0) in the activation 
probability calculations. For example,  
represents a mixture of topics 1, 5, 7, and 9.  Figure 5 illus-
trates the steps in our research topic-based estimation of 
activation probabilities for the influence analysis. The acti-
vation probability along each edge in the network was 
computed by taking the dot product of the topic mixture 
vector and NMF topic weight vector obtained by averaging 
the topic weights of the co-authored papers along the 
edge followed by normalization.

Figure 4: Information diffusion cascade and influence maximization process. In this illustration, a cascade iteration represents a simulation 
instantiation where an initial set of active nodes result in network impact. Simulation outcomes inform the influence maximization leading 
to identification of influential nodes, and candidate seed set samples are sent back to the simulation engine via a feedback loop.
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obtained from the topic modeling results. Starting with col-
lection of co-authored or cited papers corresponding to 
edges in the network, topic modeling led to a distribution of 
topic weights per paper. These topic weights were aver-
aged and normalized over the collection, and aggregated 
topic mixture weights were computed to serve as activation 
probabilities in the scientific network.

4.4	 Temporal dynamics analysis

Analyzing temporal dynamics over scientific networks in-
volves exploring multiple dimensions of information ex-
change. Below are brief descriptions of the methods imple-
mented to characterize such temporal behaviors.

4.4.1	 Collaboration dynamics

The collaboration dynamics of the influencers can be char-
acterized by analyzing their ability to form new collabora-
tions (i.e., emergence) and to maintain old collaborations 
(i.e., persistence) in time. Mathematically, the number of 
new collaborations in a given year was estimated by com-
puting the difference in the set of collaborators in that year 
and the aggregated set of collaborators in prior years. The 
number of old collaborations in a given year was estimated 
by computing the intersection of the set of collaborators in 
that year and the aggregated set of collaborators in prior 
years.

4.4.2	Centrality dynamics

Centrality dynamics of the influencers was characterized by 
first computing the topology-based degree and between-
ness measures of centrality of influencers in the collabora-
tion network of each year (Barabási, 2012). The change in 
the centrality measures over time indicates the evolution of 
key influencers based on topology. The centrality measures 
(degree and betweenness) were calculated using the Py-
thon library NetworkX (Schult and Swart, 2008). Degree 
centrality indicates who is well-connected (popular) based 
on the number of connecting edges. Betweenness central-
ity indicates who controls information flow (or acts as a 
bridge) between two authors based on how often a node 
appears on the shortest paths between all other nodes in 
the network. The edge weights (as defined in the network 
construction section above) were used in the betweenness 
centrality calculations.

5.	 Case study

The case study application addresses the overarching re-
search goals of identifying key influencers, comparing net-
work measures of centrality with information diffusion-
based outcomes, and characterizing collaboration 
dynamics. The results and discussion support the dynamic 
network analysis framework and computational engine de-
scribed in Figure 2.

influence maximization problem aims to find a set of k seed 
nodes called the seed set S, that when activated result in 
maximal activations on the network among all possible 
such sets of k nodes. The seed size (k) for all the simulation 
runs was set at 5 (i.e., to identify top 5 influencers), and the 
number of iterations (n) for each IC simulation was set at 
10,000. The IC model is a stochastic simulation where the 
node activation is a random process and the expected 
cascade size is a random variable. Multiple iterations of the 
IC are required to obtain the largest expected cascade 
size. In our simulations, we determine the authors with the 
largest expected cascade sizes as the top influencers. The 
IC simulation-based optimization converges resulting in a 
stable list of top k authors.

The influence maximization computation was performed 
using a Message Passing Interface (MPI) Python imple-
mentation with parallel computing of the ordinary greedy 
algorithm (Kempe et al., 2003) using the mpi4py Python 
package (Dalcin et al., 2005). A Monte Carlo loop was im-
plemented for 10,000 iterations to compute the expected 
spread in activations. A key input in the information cas-
cade and influence maximization process described above 
is the characterization of activation probability (p) that mod-
els the likelihood of information flow across networked enti-
ties. Figure 5 illustrates the steps in our research topic-
based estimation of activation probabilities for use in 
influence analysis. The activation probability for a given top-
ic mixture of an author to activate another author was com-
puted using the weight distribution of the NMF topics 

Figure 5: Algorithm for activation probability calculation in author 
collaboration network.
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5.1	 Author collaboration data

The author collaboration networks were created based on 
33,517 records. Table 1 presents the number of nodes and 
edges from the overall author collaboration network over 
time before and after removing edges based on the NF 
weight criterion. The year 2018 had the largest network, 
with 10,353 nodes and 784,580 edges. After removing 
edges with NF weights below 0.05, the number of edges 
reduced from 784,580 to 26,165. By counting the number 
of authors affiliated with each country in a year, and aver-
aging the count over the 20-year period, we can find that 

the highest average number of authors were from China, 
followed by United States, Japan, and Russia. Figure 6 de-
picts how the number of authors changed over a period of 
20 years for the top ten countries that had the highest aver-
age number of authors. The figure indicates that there has 
been a drastic increase in the number of authors from Chi-
na after 2011.

The GCC networks from the author collaboration networks 
were computed after removing edges with zero activation 
probabilities.  We observe that in several cases the size of 
GCC author collaboration networks is roughly an order of 
magnitude less than the original networks, thereby contrib-
uting to higher computational efficiency while capturing sig-
nificant network connectivity.

5.2	 Topic modeling

Figure 7 presents ten topics identified by the NMF model 
with distinct keywords for each topic along with normalized 
weight contributions of the top ten keywords in each topic. 
Each topic is labeled by a topic index number from 1 to 10. 
In each topic, the top two to three keywords are highly 
weighted compared to the other keywords; which, sug-
gests that the model is able to identify distinct keywords 
that capture the overall meaning of each topic. Specifically, 
the authors’ interpretations of the topics based on the key-
words were:

Whole network GCC network
Year Nodes Edges Edges (NF wt > 0.05) Number of components Nodes Edges
2000 3022 67361 5303 1136 42 116

2001 3462 26920 8443 1247 139 606

2002 3522 17219 7553 1091 110 438

2003 3505 27948 8636 1159 56 167

2004 4654 14195 12152 1209 159 573

2005 4866 24636 12921 1383 282 1457

2006 6487 431823 12668 3002 99 504

2007 5731 34945 15789 1644 617 3488

2008 6021 24681 14394 1566 131 525

2009 5890 25055 15423 1417 86 291

2010 6415 31206 16608 1666 111 538

2011 5540 32185 14635 1429 150 836

2012 5171 14128 13597 1105 223 914

2013 6296 28237 17586 1441 177 824

2014 6727 36303 19687 1426 952 4753

2015 7472 62235 20690 1789 276 1151

2016 8285 93836 22426 1998 419 1728

2017 8032 74851 23255 2047 351 1294

2018 10353 784580 26165 2747 934 3526

2019 8289 30427 23218 1523 891 3629

Table 1: Number of nodes and edges in the author collaboration networks.

Figure 6: Top ten countries with the highest number of authors 
from 2000 to 2019.
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Topic 1: Modeling and data analysis;

Topic 2: Nuclear energy production;

Topic 3: Spent uranium in the nuclear fuel cycle;

Topic 4: Neutron flux in nuclear reactors;  

Topic 5: M aterial irradiation at high temperatures;

Topic 6: Radioactive waste management;

Topic 7: Reactor control in nuclear power plants,

Topic 8: �Nuclear fusion and ITER (International Thermonu-
clear Experimental Reactor);

Topic 9: Heat flow in nuclear reactors; and 

Topic 10: Radiation dose from nuclear accidents.

The word “nuclear” appears in topics 2, 6, and 7, indicating 
that it was not ignored during the feature extraction and 
more than 5% of the records do not have the word “nucle-
ar” in their titles and abstracts. These are the records 
where one or more of the query phrases (nuclear fuel, 

nuclear energy, or nuclear reactor) occurred only in the 
keyword list and not in the title and the abstract used for 
the topic analysis. Although the NMF topics have unique 
meanings, it is typical for a record to belong to multiple top-
ics with varying weights. Figure 8 shows an example where 
all the topics contribute a non-zero weight to a record, with 
the highest-weighted topic being topic 6. In this study, the 
topic with the highest weight is considered the dominant 
topic for a particular record. Per figure 9, topics 1, 5, 7, and 
9 were the top four dominant topics among all records in 
the most recent years from 2016-2019. In addition, these 
were also the top four dominant topics based on cumula-
tive number of records from 2000-2019 (see Table 2). In 
this study, these top four prevalent dominant topics were 
selected as the topic mixture for information diffusion as 
part of topic-aware influence maximization analysis.

Figure 7: Normalized weight distribution of the top 10 keywords of each NMF topic.
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Figure 8: An example showing the non-zero normalized weights of 
each NMF topic of a record.

 

Figure 9: Number of records published every year on each 
dominant NMF topic. Highlighted topics were the top four 
dominant topics in the most recent years.

Dominant NMF 
Topic

Cumulative Number of 
Records from 2000-2019

Topic 1 4689

Topic 2 2399

Topic 3 3795

Topic 4 2669

Topic 5 4666

Topic 6 1789

Topic 7 4502

Topic 8 1871

Topic 9 3956

Topic 10 2983

Table 2: Cumulative number of records for each dominant NMF 
topic from 2000-2019. Top four dominant topics and correspond-
ing cumulative number of records are highlighted.

5.3	 Influence analysis with collaboration network

As described in the topic-aware influence maximization 
section, activation probabilities for influence analysis may 
be computed using a mixture of NMF topic weights yielding 
different results from the topic-aware influence maximiza-
tion (TAIM). In this case study, we present TAIM results to 
identify key influencers over time using an NMF topic mix-
ture. Specifically, we use TAIM to identify the top 5 authors 
who can influence the diffusion of information pertaining to 
a mixture of the top four dominant NMF topics (see figure 9 
and table 2). These topics are modeling and data analysis 
(topic 1), material irradiation at high temperatures (topic 5), 
reactor control in nuclear power plants (topic 7), and heat 
flow in nuclear reactors (topic 9).

5.3.1	 TAIM analysis on author collaboration networks

The TAIM analysis was applied to identify the top 5 influ-
encers in the collaboration network from each year. The 
computations were performed using a parallelized (MPI) 
version of the TAIM algorithm. For example, a single TAIM 
simulation run with GCC of a network with 952 nodes and 
4,753 edges using our optimized algorithm converged in 
about 6 hours using 32 processors; without MPI, the pro-
cessing time for this run was about 30 times slower or 
about 7 days. The computational acceleration allowed us 
to run the TAIM algorithm on large graphs (e.g., 5,000+ 
nodes and 28,000+ edges) and complete all simulation 
runs in the order of a few days. Figure 10 shows the top 5 
influencers for the years 2000 and 2019. The top influencer 
in 2000 was from Netherlands, followed by Japan, France, 
Russia Federation, and Japan again. The top influencer in 
2019 was from United States, followed by two from China, 
and one each from Poland and Italy. Similar analysis was 
applied on collaboration graphs for years 2001 to 2018 (re-
sults not shown here). The change in the top influencers 
from year to year is indicative of the network dynamics.

The primary advantage of the TAIM analysis is that it helps 
to identify the top influencers who can diffuse information 
about the selected topic mixture through their high-spread 
influence network (collaborators), more efficiently than oth-
ers. Whether or not they leveraged their positions as top in-
fluencers is subject for further investigation. Particularly, it is 
beneficial to discover if any of the influencers have used 
their high influence spread in a network to gain new collab-
orations and prominence in a research area. If they have, 
then it would be important to analyze the collaboration and 
publication dynamics to determine whether their positions 
as the top influencers in a particular year affect or was af-
fected by their collaborations, publication track records, 
and research impact in past and future years. At the same 
time, we observe that the influencers may not spread their 
influence if they or members of their high-spread influence 
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network are not actively collaborating or publishing for a 
long time period.

Among the 99 unique influencers that were identified from 
2000 to 2019 (one author was a two-time top 5 influencer), 
54 actively published papers for only less than 5 years, 26 
were active for 5 to 9 years, 15 were active for 10 to 14 
years, and the remaining 4 were active for at least 15 years. 
Thus, not all influencers from a given year actively 

published in subsequent years. This may be due to possi-
ble factors such as nature and duration of the research, 
transition of collaborators, or evolving research interests. 
Influence analysis provides a way to track the collaboration 
and publication dynamics of influencers pertaining to any 
topic mixture over a period of time. Furthermore, the ability 
to generate and monitor scholary influence dynamics may 
possibly contribute to identifying technology advances and 
readiness.

Figure 10: GCC of the author collaboration network, showing the top 5 influencers from years 2000 and 2019 for a mixture of dominant 
NMF topics 1, 5, 7, and 9. Author IDs have been masked for privacy, node size indicates influence, and node color indicates authors.
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Figure 11 shows the collaboration dynamics of the four in-
fluencers who published papers for at least 15 years. Two 
of them were among the top 5 influencers in year 2000, 
one was from 2007, and the other from 2016. Figure 11a 
presents the rate at which each influencer formed new col-
laborations over time. While all the influencers have been 
actively making new collaborations over time, we observe 
that they exhibit different collaboration signatures over time. 

5.3.2	Collaboration dynamics of influential authors

The collaboration dynamics of the influencers from 2000 to 
2019 were analyzed based on their persistence to maintain 
old collaborations and the emergence of connections 
through their ability to form new collaborations. The new 
collaborators in a given year were those the influencer did 
not co-author a paper within the years prior to that year. 

Figure 11: New and old collaborations of influential authors who published papers in at least 15 years between 2000 and 2019. Author 
IDs are masked for privacy.
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contributed to the sudden gain (or even decline) in the 
number of new collaborations, the analytic insights can be 
used to characterize the growth rate of new collaborations 
for each author. The old collaboration dynamics in figure 
11b indicate that the same influencers continued to main-
tain about two to five of their old collaborations. The influ-
encer from 2007 (author 3 in figure 11b) in fact shows a 
strong collaborative behavior with their old collaborators. 
This might suggest continuing collaborations with known 
researchers from established areas of expertise and prior 
history of teaming together.

5.3.3	Centrality analysis of author collaboration networks

Network centrality measures (e.g., degree and between-
ness) are commonly used topology-based outcomes to 
identify authors who are well connected and may control 
the flow of information in a network. It is interesting to ana-
lyze if the top influencers from TAIM analysis (including in-
formation diffusion-based outcomes) also have high degree 
or betweenness centrality values over time. Figure 12 pre-
sents the centrality values over time for the 19 influencers 
who published for at least 10 years. Three influencers, each 
from 2000, 2004, and 2014, have high degree centralities in 
the year 2014 (see figure 12a), which are indicative of their 
high number of collaborations. Two influencers, one from 
2000 and another from 2003, also ranked among the top 
for the highest betweenness centrality (see figure 12b). 
Since high centrality values over time for influencers are not 
consistently observed from the heatmap, authors with 
high-influence spread are not necessarily also the ones 
with high centrality values. These results signify that a di-
rect correspondence between rankings based on centrality 
measures and influence spread may not occur since the 
centrality analysis does not take into account topic aware-
ness and information diffusion. Thus, the TAIM analysis 
provides novel information that centrality analyses do not 
provide, which can be valuable for understanding technolo-
gy advances.

5.4	 Discussion

The range of representative analytic outcomes presented in 
the case study provide insights from global nuclear re-
search collaboration networks that could support influence 
and capability assessment. These insights are based on 
modeling and simulation assumptions as well as conditions 
described under section on dynamic network analysis 
framework. In light of the overarching challenge problem of 
identifying key entities and their capabilities over time for in-
fluence and capability assessment, four main takeaways 
from the case study are summarized below:

•	Author collaboration networks represent different forms 
of influence that may lead to varied scholarly research 
publication patterns in support of technology advance-
ments over time. Collaboration is more direct and indi-
cate evolution of connections in the form of disaggregat-

From the results presented, it can be understood that it is 
important for an influencer to work with new collaborators 
to maintain or increase research productivity and influence. 
For example, the top influencer from 2000 (author 1 in fig-
ure 11) gained 25 new collaborations in the year 2014. Such 
an influencer could have suddenly gained new collabora-
tions due to contributions on a project with large number of 
new team members or based on new and multiple pro-
jects, or possibly even new leadership positions over multi-
ple projects. Regardless of the factors that might have 

Figure 12: Heat map showing the centrality values of influencers 
who published at least for 10 years from 2000 to 2019. Centrality 
values are normalized by the maximum value in a given year. 
Author IDs are masked by their 3-letter country codes and count 
index.
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ed networks over time. The GCC of these networks may 
serve as a computationally efficient reduced order repre-
sentation while preserving significant network connectivi-
ty properties.

•	Within the dynamic network analysis framework and 
computational engine, additional mixed-topic research 
areas can also be defined by subject matter experts. 
NMF based topic modeling algorithm may still serve as 
useful prior information.

•	TAIM accounts for complex topologies and information 
cascade dynamics simultaneously to identify and rank 
key influencers by country over time, using topic mixture 
weights as inputs for computing activation probabilities of 
influence among authors. This represents an advance in 
the state-of-the-art of network analysis with nuclear sci-
ence literature. Parallelized implementation of the TAIM 
algorithm led to up to 30 times faster compute times in 
some cases. These key influencers, identified via sto-
chastic simulation-based network optimization, may pos-
sess the ability to diffuse information over a network 
more efficiently than others, and might include authors 
who are not necessarily those with high values of topo-
logical measures of centrality. This is important because 
using just topology-based measures may miss other in-
fluential authors and their collaborators.

•	Even among influential authors there is variability in the 
way they form collaborations over time. Some influencers 
may choose to continue partnerships with their old col-
laborators exhibiting persistence of connections, while 
others may choose to continually seek new collaborators 
to pursue research goals exhibiting emergence. These 
collaboration signatures may reveal patterns of scholarly 
behavior that might help in a more robust assessment of 
technology advancements and capabilities.

6.	 Conclusion

The novel data-driven dynamic network analysis framework 
and computational engine developed in this paper is com-
prised of three connected computational modules: (1) top-
ic-aware influence maximization, (2) information diffusion 
cascade, and (3) temporal dynamics analysis. Network the-
oretic, stochastic simulation, and optimization methods 
were leveraged to identify key entities and capabilities over 
time within global scholarly nuclear science research col-
laboration networks. The analytic insights associated with 
variability in scholarly interactions, influence propagation, 
and collaboration patterns over time via network connec-
tions can be useful for assessing technology advance-
ments and capabilities. The main element of the dynamic 
network analysis engine is a topic-aware influence maximi-
zation algorithm that enables identification and ranking of 
key authors who have the potential to influence the spread 
of information in networks over time. A critical insight from 
our case study is that influential authors may have unique 
collaboration behaviors and may or may not exhibit high 

values of topological measures of centrality. As a result, us-
ing just topology-based measures may not lead to a com-
prehensive assessment of the nuclear research landscape 
and technology advancements. 

The results described using author collaboration networks 
represent analytic examples to illustrate the value of our dy-
namic network analysis engine for assessing research influ-
ence and technology advancements. Further work may in-
clude analysis of authors who collaborate with influencers 
and their evolution as potential influencers in the future. Fu-
ture research may further involve expansion of information 
sources to include other data types such as corporate, 
trade, patent, and professional affiliation network activities 
over time to yield even more comprehensive understanding 
of key entities and capabilities over time. Further research 
may also include multi-layer network representations with 
corresponding topology and dynamics to capture impor-
tance and influence across network layers; as well as trans-
former-based topic analysis along with the use of graph 
representation learning for characterizing uncertainty (due 
to missing or unobserved information) in research connec-
tions. In summary, identifying influential authors can enable 
estimation of research trajectories in a country, and possi-
bly in collaborating countries over time. Such information 
can be vital for detecting early signs of proliferation activi-
ties and generating safeguards conclusions.
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1.	 Introduction and objective

Nuclear-powered submarines are operated by six countries 
in the world: the US, Russia, Britain, France, China and In-
dia. The first five countries are NWSs under the Treaty on 
the Non-Proliferation of Nuclear Weapons (NPT), while In-
dia has never signed the NPT but is in possession of nucle-
ar weapons. Nuclear-powered submarines have also to 
varying extent been considered by a number of non-nucle-
ar weapon state parties to the NPT. These countries are 
Australia, Brazil, Canada, Iran and South Korea [1], as well 
as, potentially, Argentina and Japan [2]. A comprehensive 
overview of submarine nuclear reactors used for propulsion 
can be found in [3]. This work focuses solely on Australia in 
light of the recent AUKUS deal, but the implications are val-
uable in the context of other countries as well.

The United States and the United Kingdom have proposed 
supplying Australia with nuclear powered submarines un-
der the so-called AUKUS security pact. These submarines 
are not designed to carry nuclear weapons. However, there 
are two nuclear safeguards issues associated with them. 
First, very highly enriched uranium (VHEU) in the form of re-
actor fuel would be in the custody of a non-nuclear weapon 
state (NNWS) and the fuel would probably be provided to 
Australia by a nuclear weapon state (NWS). Second, nor-
mal IAEA safeguards would not be in force on VHEU fuel in 
the submarine reactor core. These two facts have been in-
terpreted in the literature as proliferation risks (or even loop-
holes in the legal frameworks) associated with the AUKUS 
deal. This paper’s objective is to investigate those potential 
risks by assessing proliferation attractiveness of nuclear 
material in the AUKUS reactor fuel during its lifetime.

2.	 The AUKUS security pact and non-
proliferation concerns

AUKUS is a trilateral security pact between Australia, the 
UK and the US. All three countries are parties to the NPT, a 
treaty aimed to prevent the spread of nuclear weapons by 
regulating, among other issues, how fissile materials can 
be used by states. Non-nuclear weapon states (NNWS) 
such as Australia, are explicitly forbidden to develop or ac-
quire nuclear weapons, and must place their nuclear mate-
rial intended for peaceful nuclear activities under nuclear 
safeguards. In 2021, it was announced that the pact would 
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cooperate on a range of topics, including nuclear-powered 
submarines as mentioned in references [4] and [5]. This an-
nouncement raised multiple questions, some of which were 
practical in nature and concerned how such a cooperation 
could be arranged and facilitated. It also raised a number 
of non-proliferation concerns [4], [5], [6] and it is argued in 
reference [7] that Australia “will have to become the first 
non-nuclear-weapon state to exercise a loophole that al-
lows it to remove nuclear material from the inspection sys-
tem of the International Atomic Energy Agency (IAEA)”. In-
deed, paragraph 14 of the safeguards agreement 
INFCIRC/153/Corr. allows for the “Non-Application of Safe-
guards to Nuclear Material to be used in Non-Peaceful Ac-
tivities”, which is often interpreted to include nuclear-pow-
ered ships and submarines, military space vehicles, nuclear 
reactors and radio-thermal generators (RTGs) for military 
bases or isolated radar stations [8]. A comprehensive over-
view of the paragraph 14 provisions can be found, describ-
ing the challenges for the IAEA safeguards system associ-
ated with states showing interest in nuclear-powered 
submarines and ships and in exempting nuclear material 
for safeguards [2]. A number of non-proliferation concerns 
are raised reference [7], and reference [9] states that the 
above-mentioned paragraph about non-application of safe-
guards could be considered a loophole in the NPT where 
removing nuclear material from nuclear safeguards could 
become a precedent for future proliferators to use naval re-
actor programs as a cover to develop nuclear explosive de-
vices (NEDs). Already, Iran has been pointed out as one 
country that may be benefiting from the AUKUS deal, by 
being able to use the arguments put forward by Australia to 
support their own expanded nuclear ambitions [10], [11].

A number of diversion scenarios associated with the naval 
fuel programs have been identified in reference [9]. Diver-
sion scenarios specifically associated with the AUKUS sub-
marine deal were identified to include: 

•	diversion of low enriched uranium (LEU) and HEU from 
the enrichment facility; 

•	diversion of enriched stockpiled product intended for fuel 
fabrication; 

•	diversion of nuclear material from a fuel fabrication plant; 

•	the establishment of undeclared enrichment plant; and 

•	diversion of spent fuel from storage, followed by 
reprocessing. 

In this work, we are interested in investigating non-prolifera-
tion concerns of the AUKUS deal from a technical perspec-
tive, focusing specifically on the last one of the potential di-
version scenarios listed above. We will, using openly 
available information, model submarine reactor fuel and its 
irradiation to estimate how the isotopic composition chang-
es as a function of irradiation. The objective of the work is 
to, from a technical perspective, analyse the usability of the 

fuel material (beginning-of-life, middle and end-of-life) for 
use in a NED. Of specific interest is the spent fuel at the 
end-of-life, as indicated in the list above, but as a comple-
ment to that we will also investigate fresh and partially irra-
diated fuel material as such results will become available as 
well. We will also make assessments of technical non-pro-
liferation concerns related to the AUKUS deal that could 
have an impact on the nuclear safeguards community.  
Note that this work does not consider other parts of the 
fuel cycle except the operation of the submarines, as we 
assume that Australia will only operate the reactors and 
then return them to the host state which is a NWS in con-
trol of all military fuel cycle activities leading up to the pro-
duction of nuclear weapons. However, if Australia were to 
use the AUKUS deal to motivate a need to control the front- 
and back-end fuel cycle including uranium enrichment facil-
ities, fuel fabrication facilities, additional stockpiles or repro-
cessing facilities, the associated proliferation concerns 
would look very different.

3.	 Submarine reactor cores

The UK and US submarines under consideration in AUKUS 
are the British Astute-class submarines and the American 
Virginia-class submarines [9]. The intent is for Australia to 
operate the submarine reactors throughout their lifetime of 
33 years, meaning that Australia will not produce the reac-
tor fuel and that refuelling is not needed [12]. After having 
reached their end-of-life, the reactors will be returned to the 
supplier, meaning the US or UK [13].

All nuclear-powered submarines in the world, except the 
Russian ones, are equipped with one nuclear reactor, with 
the British and American nuclear-powered submarines are 
using pressurized water reactor (PWR) cores, fuelled with 
HEU having a starting enrichment level of at least 93% ura-
nium-235 (Ma, 2008). The core is typically very compact 
and designed to give a high heat transfer area per fuel vol-
ume [12]. The power of the reactor core depends on the 
design. The power of the Virginia class submarines is be-
lieved to be slightly higher than that of the Los Angeles 
submarine, known to be 130 MWth, because the Virginia 
reactor core is slightly larger [14]. This also agrees with oth-
er estimates stating that the power is 150 MWth [15].

3.1	 Earlier works on submarine reactor models 

The design information about a submarine reactor core is 
in general difficult to obtain because it is sensitive, but 
some information is openly available. A Virginia class attack 
submarine can be assumed to have a core of about 0.4 
tons of weapons-grade uranium [14]. More details on sub-
marine reactor cores are provided on the French Rubis-
class submarines [16]. While details about the actual reac-
tor operation are unavailable, existing models assume that 
the HEU fuelled submarines spend 240 days per year at 
sea and that they operate at 25% of maximum capacity, 
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corresponding to 60 full power days (FPD) per year [16]. 
The total reactor lifetime is up to 20 years, corresponding to 
1200 full power days in total. This may not be a completely 
accurate information, but with limited data available on the 
operation of HEU-fuelled submarines, it is a reasonable es-
timate, and we will assume a similar history to allow for 
benchmarking. In the same work, a number of different fuel 
materials and submarine cores of 50 MW were modelled 
with the EPRI-Cell code, and depletion calculations were 
performed with the CINDER code. UO2 fuel with Gd2O3  

burnable absorbers, configured in a fuel plate geometry to 
ensure efficient cooling of the fuel, was considered. A num-
ber of different fuel geometries were modelled and three 
different HEU fuel designs were implemented. It was shown 
that the material composition of the core was dependent 
on the initial enrichment of the fuel as well as on the core 
geometry. Research was also published on the possibility 
of replacing HEU cores in submarines with LEU cores us-
ing the modern Monte Carlo code Serpent 2 [15]. In that 
work, a more realistic operation of the submarine reactor is 
employed, together with an HEU fuel plate geometry and 
burnable poison in the form of Gd2O3  .

3.2	 Submarine reactor models used in this work

In this work, we have chosen to study multiple reactor 
cores. There are several reasons for this. Obviously, the 
main interest is in studying a Virginia-like reactor core, but 
there is no openly available information on it. The most de-
tailed information about submarine reactor cores available 
to the authors was found in reference [16]. One core design 
from that work is here referred to as Model 1 and used as a 
benchmark, although another design (here known as Mod-
el 2) was more Virginia-like. Results on the isotopic 

composition of the spent nuclear fuel were however ob-
tained using a completely different simulation framework 
available 30 years ago, which did not facilitate as compre-
hensive simulations that can be made today. We thus de-
cided to make simulations of both models to more accu-
rately study the composition of the end-of-life core, 
complementing the results published earlier. 

More recent work did study operational and safety aspects 
of a Virginia-like core with higher power and slightly lower 
initial enrichment compared to research in [16], using mod-
ern Monte Carlo codes [15]. The isotopic composition of 
the spent nuclear fuel was however not investigated nor re-
ported in that work. For this reason, it was decided to up-
date the core designs with information about the core ge-
ometry and irradiation based on published data [15], here 
known as Model 3 and 4, and make new simulations fo-
cusing on non-proliferation aspects of the fuel.

4.	 Methodology

In this work, a number of different reactor cores are studied 
and different designs are implemented in Serpent 2 [18]. 
The operation of the reactor cores is modelled, and the de-
pletion calculations show how the nuclide inventory chang-
es over time. After having reached its end-of-life, the iso-
topic composition of the fuel is evaluated, with special 
attention paid to the uranium and plutonium vectors. 

4.1	 The submarine core model and its irradiation

All cores modelled in this work assume that the fuel is 
made of HEU that is dispersed in the form of UO2 in a met-
al alloy containing both uranium and zirconium as 

Figure 2: The Model 3 (upper) and Model 4 (lower) unit cell design 
implemented in Serpent 2. Both unit cells are infinitely reflected in 
two dimensions. Gd2O3 is shown centrally in green, the zirconium 
cladding in yellow, the fuel material in grey and water in blue. 
Dimensions are provided in table 1.

Figure 1: The Model 1 (upper) and Model 2 (lower) geometries 
implemented Serpent2. The Gd2O3 plate is shown centrally in 
green, the zirconium cladding in yellow, the fuel (or fissile) material 
in grey and water in blue. Dimensions are provided in table 1.
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Table 1: Properties of the submarine reactor cores modelled here.

Model 1 Model 2 Model 3 & 4

Power [MW] 50 50 150 

UO2 enrichment [%] 97.3 97.3 93

UO2 volume% in fuel [%] 20 33 24.1 

Zr volume% in fuel 80 67 75.9 

Start-up uranium composition [%] U235: 97 
U238: 3.0

U235: 97 
U238: 3.0

U234: 0.739  
U235: 93.0 
U238: 6.27

Beginning-of-life composition [kg] U235: 106 U235: 152.5 
U238: 4.3

U234: 5.1 
U235: 638.7 
U238: 43.1

Temperatures

Fuel temperature [°C] 927  (1200 K) 927 400 

Cladding temperature [°C] 927 927 400 

Water temperature [°C] 327 327 327 

Gd2O3 temperature [°C] 327 327 327 

Densities

UO2 density [g/cm3] 10.3 10.3 10.97

Zr density [g/cm3] 6.56 6.56 6.56

UO2Zr density [g/cm3] 6.56 6.56 6.56

Gd2O3 density [g/cm3] 7.64 7.64 7.64

H2O density [g/cm3] 7.64 7.64 7.64

Dimensions

Fuel material thickness [mm] 1.45 0.5 2.5 

Zr cladding thickness [mm] 0.385 0.385 0.4 

Fuel plate thickness [mm] 2.22 1.27 3.3 

Gd2O3 thickness [mm] 0.0665 0.0285 0.1425 

Water channel [mm] 2.63 1.12 1.25 

Cell thickness [mm] 29.1 14.32 27.27

Irradiation conditions 

Irradiation scenario 1200 full-power days 1200 full-power days Duty cycle of 6 months/year (183 
days). Operation at 25% of full 

power during that time. 

Power density [kW/g] 0.457142 0.31892 0.05525

Discharge burnup [MWd/kgU] 548.57 382.70 333.65

described in references [15] and [16]. The fuel material is lo-
cated in fuel plates, with water channels surrounding the 
plates on both sides. This design is chosen because of the 
extremely high burnups (compared to light-water reactor 
fuel where the typical discharge burnup is around one-
tenth of the studied submarine cores) and the need to en-
sure sufficient cooling of the fuel during operation. Gadolin-
ium is also present to control the reactivity throughout the 
reactor lifetime. 

In this work, the objective is to study the fuel composition 
evolution over time. For such analyses, it is not necessary 
to model support structures or the core in its full geometry. 
We have thus implemented a number of geometries con-
sisting of a unit cell comprising fuel plates, gadolinium 

plates and water channels. The details of the geometries 
are provided in table 1. The implementation of Model 1 and 
2 are also shown in figure 1, and Model 3 and 4 in figure 2. 
Numerical values relating to the submarine reactor cores 
either come from references [15] and [16], or result from 
scaling the Model 1 and 2 parameters to the size of the 
Model 3 and 4 core.

Both Model 1 and 2 consists of a unit cell centred around a 
Gd2O3  plate surrounded by 2.5 fuel plates on each side, in-
finitely reflected. Model 2 has reduced plate thickness 
compared to Model 1 and also reduced water channels, 
found to result in a higher inventory of uranium-235 at the 
end-of-life (and thus a potentially more attractive material 
for use in a NED) [16]. The water density was unrealistically 
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high at 1 g/cm3, and results on core volume and reactivity 
was later corrected for this in order to ensure more realistic 
results. In this work, the same (unrealistic) water density 
was used to allow benchmarking with previously published 
results [16].

Two other models describing a more Virginia-like core were 
also implemented; they are referred to as Model 3 and 4. 
The two designs were largely taken from published re-
search [15]. One exception is the gadolinium plates, which 
were not included in the previous work (the atomic density 
of the fuel was simply increased by adding gadolinium at-
oms in varying amounts throughout the core, noted as be-
ing an unphysical manner) [15]. In this work, two different 
Virginia-like designs are investigated. In Model 3, a gadolin-
ium plate was again surrounded by 2.5 fuel plates on each 
side, and the ratio of gadolinium volume over fuel volume in 
the unit cell was identical to that in Model 2. In Model 4, this 
ratio was changed as 1.5 fuel plates surrounded the gado-
linium plate on each side. The unit cells of Model 3 and 4 
are shown in figure 2. The UO2 density in this work was 
chosen as the theoretical maximum density to allow for 
comparison of results with previous works [15].

5.	 Analysis and discussion

5.1	 Results of Model 1 and 2

The results of the simulations show that the inventory of 
uranium-235 and uranium-238 are, as expected, reduced 
over time, while uranium-236 and various plutonium iso-
topes build up. The results from Model 1 and 2 are on a 
general level in accordance with previous results [16], with a 
few exceptions. Earlier works [16] did not include any other 
heavy isotopes than uranium-235, uranium-236, urani-
um-238 and plutonium-239 to plutonium-242, and the re-
sults here show that including additional isotopes is essen-
tial for a proper evaluation of the end-of-life core properties. 
The inclusion of plutonium-238 is found to be especially im-
portant, as it is dominating the plutonium vector for the 

end-of-life core in Model 1 and 2. Excluding this isotope 
from the analysis shows that the results of this work are in 
good agreement with already published results [16], on a 
relative scale. As Model 1 was intended as a benchmark of 
this work against such earlier results, this finding supports 
the conclusion that the modelling done here is sufficiently 
good.

The evolution of the plutonium in Model 1 and 2 can be 
seen in figure 3. It is seen that the production of plutoni-
um-239 increases sharply in the beginning, while produc-
tion of plutonium-238 and plutonium-240 to plutonium-242 
sets in after 400 full power days (FPDs). Of the total amount 
of plutonium at the end-of-life of the core, about 64% is 
plutonium-238 in Model 1, and 51% in Model 2. In all cases 
the relative content of plutonium-238 is below 80%, a value 
defined in the nuclear safeguards community, at which 
point the plutonium is considered to be of such quality that 
it is exempted from safeguards. This means that if the nu-
clear material used for naval propulsion purposes were to 
be returned to the civil fuel cycle, it would have to be placed 
under safeguards. It can be noted that the relative content 
of plutonium-240 in Model 1 and 2 is around 5%, which is 
lower than the “impurity” level of 7% limit, defined by the 
US Department of Energy (U.S. Department of Energy, 
2009), below which plutonium is classified as weapon-
grade. This classification is however a result of how plutoni-
um has been produced historically, and where plutoni-
um-239 would make up 93% of the plutonium isotopes. 
The amount of plutonium-240 found in the plutonium pro-
duced in this work should thus not be interpreted to indi-
cate that the material is suitable for weapons manufacture, 
as other impurities (such as plutonium-238) are also pre-
sent and the fraction of plutonium-239 is far below 93%.

The results also show that the end-of-life cores in Model 1 
and 2 have a uranium-235 enrichment of 61.3% and 76.8%, 
respectively, which is slightly below those published earlier 
in [16]. Similarly, the results show a somewhat higher abso-
lute content of uranium-238. The explanation for the lower 

Figure 3: The plutonium composition in Model 1 (left) and 2 (right) as a function of operation time of the submarine.
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enrichment is the fact that the gadolinium in the absorber 
plates did not last throughout the entire lifetime of the reac-
tor (it is depleted after about 1000 FPDs), despite the im-
portance of balancing the fuel volume against the need for 
Gd2O3  to ensure reactivity control [16]. After full depletion of 
the gadolinium, the neutron spectrum will be more thermal-
ized, leading to relatively less fast fission and neutron reso-
nance capture in uranium-238, consistent with the findings 
here of more uranium-238. It will also lead to less plutoni-
um-239 than in previous works [16]. The findings can also 
be explained by the inclusion of the complete inventory of 
heavy nuclides in the simulations, which in turn results in 
less neutron absorption in uranium-238 and more absorp-
tion in other nuclei. The depletion calculations also reveal 
that the end-of-life core in Model 1 consists of 1.38 kg of 
neptunium (1.54 kg in Model 2), which can be compared 
with the total plutonium mass of 906 g. The vast majority of 
that neptunium, over 99%, is neptunium-237.

Compared to the results of Model 1, Model 2 has a slightly 
higher relative content of uranium-235 and a plutonium 
vector slightly less dominated by plutonium-238. More no-
tably, the relative amount of plutonium-239 is almost 60% 
higher in Model 2 than Model 1. All the results are however 
essentially an effect of the lower discharge burnup in com-
bination of a different start-up fuel, as the volume fraction of 
UO2 is 33% in Model 2 instead of 20% as in Model 1, rather 
than an effect of the modified geometry. Table 2 and 3 
show the relative and absolute content of major uranium 
and plutonium isotopes in the end-of-life core for Model 1 
and 2.

Relative content [%]

Model 1 1 [16] 2 2 [16]

U234 0.0252 - 0.0167

U235 61.3 68.1 76.8 81.8

U236 33.8 28.4 19.6 -

U237 0.0655 - 0.0303 -

U238 4.83 3.55 3.55 -

Pu238 64.4 - 50.8 -

Pu239 19.6 52.3 31.2 -

Pu240 5.04 14.0 5.72 -

Pu241 7.30 24.4 10.1 -

Pu242 3.70 9.30 2.25 -

Table 2: Results from the simulations of Model 1 and 2 
corresponding results published in [16]. Isotopes with a relative 
content below 0.01% have been excluded.

Absolute content [g]

Model 1 1 [16] 2 2 [16]

U234 11.2 - 15.3

U235 27 400 33600 70500 74900

U236 15200 14000 18100 1670

U237 29.6 - 28.1 -

U238 2190 1750 3 300 3 300

Tot U 44 900 49 400 91 900 79 870

Pu238 582 - 497 -

Pu239 177 135 306 294

Pu240 45.9 36 56.4 56

Pu241 66.8 63 99.6 92

Pu242 34.0 24 22.4 16

Tot Pu 900 258 981 458

Table 3: Results from the simulations of Model 1 and 2 
corresponding results from [16]. Isotopes with a relative content 
below 0.01% have been excluded. 

It can be noted that the results of this work show a differ-
ence in total uranium content in the end-of-life cores when 
compared to previously published results [16]. Some of it 
can be explained by the increased plutonium production (of 
which the majority is plutonium-238), and some of it by the 
production of neptunium, not considered earlier. Remaining 
differences could be due to that the results here are ob-
tained using more modern depletion code and fuel 
libraries.

5.2	 Results of Model 3 and 4

Results from the simulations of the more Virginia-like cores 
Model 3 and 4 are shown in table 4. The first thing to note 
is that although the two models have a different frequency 
of absorber plates, the composition of the spent nuclear 

Model 3 Model 4

Relative 
cont. [%]

Absolute Relative Absolute

U234 0.764 cont. [g] cont. [%]  cont. [g]

U235 73.3 3310 0.75 3260

U236 17.9 319000 73.2 318000

U238 7.98 78300 18.1 79200

Tot U 35200 7.94 35000

436000 436000

Pu238 22.1

Pu239 66.8 1520 22.6 1610

Pu240 7.16 4620 66.4 4750

Pu241 3.66 497 6.91 497

Pu242 0.289 255 3.85 278

Tot Pu 20.3 0.31 22.8

Pu241 3.66 6900 7200

Pu242 0.289 20.3 0.31 22.8

Tot Pu 6900 7200

Table 4: Results from the simulations of Model 3 and 4. Isotopes 
with a relative content below 0.01% have been excluded.
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fuel is almost identical in the two designs because in both 
cases, the gadolinium amount is sufficient to last through-
out the lifetime of the reactor. 

A key goal of this study was to calculate the end-state en-
richment of the uranium fuel. The high burn-up long-life 
submarine core is very different from most familiar power 
reactor fuel cycles. The breeding of uranium-236 is a signif-
icant feature of this fuel cycle. Uranium-236 is a non-fissile 
diluent in HEU. We argue that it behaves much like urani-
um-238 and increases the critical mass, and hence dimin-
ishes utility for weapons. The uranium enrichment of the 
end-of-life cores is around 73%, which is below weapons-
grade (above 90%) but still a very high enrichment. On the 
absolute scale, the uranium content is considerably larger 
than in Model 1 and 2, because the Virginia-like reactors 
are larger.

It is not our intent to speculate on the utility of 73% en-
riched uranium for NED. There is little information about in-
termediate levels of uranium-235 enrichment, such as 70% 
in the literature, presumably because it is an unattractive 
composition. The “Little Boy” device had “most” of its HEU 
enriched to 89% uranium-235, “for an average enrichment 
of only about 80%” [19]. It can also be noted that the critical 
mass of 70% enriched uranium is about 60% higher than 
the critical mass of 93% enriched uranium-235 diluted with 
uranium-238 [20]. This larger critical mass would require a 
larger NED and the effect may be nonlinear considering 
high explosives and the necessary implosion energy re-
quired to reach explosive supercriticality. Nevertheless, it 
cannot be excluded that a crude NED could be manufac-
tured using reprocessed uranium from the end of core life. 
This should however not be interpreted to indicate that a 
crude NED is something that can be easily manufactured. 
Also a crude weapon would require substantial efforts in a 
large number of weapon design and manufacturing areas 
to do anything but fizzle. If something more advanced that 
a crude NED is desired, it may also be attractive to try to 

enrich the 73% HEU to above 90%. However, the enriching 
will be more expensive compared to enrichment of natural 
uranium (where there is a mass difference of three atomic 
mass units between the isotopes in the feed), because the 
reprocessed uranium contains additional uranium isotopes 
making the mass difference between uranium-235 and 
other uranium isotopes (such as uranium-236 and heavier 
isotopes) as low as one atomic mass unit.

The evolution of the plutonium composition in Model 3 can 
be seen in figure 4. The main difference between the Vir-
ginia-like designs and Model 1 and 2 with respect to mate-
rial composition of the irradiated fuel, is found in the pluto-
nium vector. In Model 3 and 4, the relative content of 
plutonium-238 is less than half of that in Model 2 and 
roughly a third of that in Model 1. At the same time, the plu-
tonium-239 content is roughly a factor of two higher than 
for Model 2 and a factor of three higher than for Model 1. 
The relative content of plutonium-240 is also higher for 
Model 3 and 4 than for Model 1 and 2, and is around 7%. 
Depending on how plutonium is classified, this could mean 
that the material may reach a fuel-grade classification rath-
er than weapon-grade, assuming that the classification 
considers only the fractions of plutonium-239 and plutoni-
um-240. Should a more comprehensive classification of 
plutonium be available that takes into account also other 
plutonium isotopes, the classification could however be 
very different. It can also be seen in figure 4 that the relative 
contribution of plutonium-238 and plutonium-240 to pluto-
nium-242 is considerably lower in the first 15 years of oper-
ation. In fact, during the first 14 years, the plutonium con-
sists of over 90% plutonium-239 and less than 5% 
plutonium-238. For shorter irradiation times, the relative 
contribution of plutonium-239 increases, and that of pluto-
nium-238 decreases. The amount of neptunium in the end-
of-life core is 5795 g in Model 3 (5997 g in Model 4), which 
could possibly be another non-proliferation concern, 
should the irradiated core be reprocessed.

It has been investigated what the reason is for the dramatic 
change in plutonium composition for Model 3 and 4 com-
pared to Model 1 and 2. It was found that the lower fuel 
temperature in Model 3 and 4 had a minimal effect on the 
uranium and plutonium composition, as did the actual fuel 
irradiation history. The slightly lower enrichment of the Vir-
ginia core (93% as opposed to 97.3%) had only a minor im-
pact, as did the slightly different volume fractions of the 
fuel. In fact, the change in plutonium composition was 
found to be a result of the relatively thick plates of fissile 
material in combination of the thinner water channels and 
that there is enough gadolinium in the absorber plates to 
last through the entire lifetime of the reactor. Thicker plates 
of fissile material lead to more neutron captures in urani-
um-238, which produces more plutonium-239. At the same 
time, more Gd2O3  in the core means that more plutoni-
um-239 (which would otherwise fission at thermal energies) 
remains at the end-of-life. An important production path of 

Figure 4: The plutonium composition in Model 3 as a function of 
operation time of the submarine.
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plutonium-238 starts from uranium-235 (of which there is 
plenty in this fuel), which captures neutrons to form urani-
um-236 and uranium-237 before beta-decaying to neptuni-
um-237. Neptunium-237 then absorbs another neutron and 
beta decays to plutonium-238. The Virginia-like core has 
less water and more fuel than the Model 1 and 2 cores, 
and neutron energies are thus higher. A higher neutron en-
ergy increases the probability that uranium-236, urani-
um-237 and neptunium-237 undergo fission, and decreas-
es the probability that neptunium-237 absorb a neutron 
and decays to plutonium-238. All these effects lead to a 
lower plutonium-238 production.

Thus, the results here suggest that the details of the design 
may have a considerable effect on the composition of the 
plutonium that is produced, although it should be pointed 
out that on an absolute scale the plutonium amounts are 
relatively small (around 7 kg); just below the 8 kg defined by 
the International Atomic Energy Agency as a significant 
quantity (SQ). We have chosen to relate these values with 
the well-known SQs, despite knowing that it does not re-
flect the material needed in a NED since devices can be 
made with considerably less material. The reason for refer-
ring to SQs here is simply that it offers a way to relate re-
sults and numbers to a quantity that is commonly known in 
the safeguards community.

6.	 Conclusions and outlook

This work has been a study of non-proliferation aspects of 
the AUKUS deal, through studies of the submarine spent 
reactor fuel. Four main conclusions can be drawn from this 
work.

6.1	 Technical non-proliferation concerns

Upon irradiation, the enrichment level decreases, and plu-
tonium starts to be produced. The end-of-life core is still 
highly enriched to a level of around 70%, where the urani-
um could potentially be useful in certain weapon designs. 
[20] In total, the end-of-life core from each Virginia-like core 
contains about 436 kg HEU at an enrichment of 73%, 
which corresponds to more than 17 SQs according to the 
IAEA. The fresh fuel, however, contains almost 640 kg HEU 
enriched to 93% (more than 25 SQs). 

The first conclusion is thus that the fresh, unirradiated HEU 
should be considered as a bigger proliferation threat than 
the irradiated HEU. However, given that this fuel is pro-
duced and supplied by a NWS already in possession of 
weapons material, we do not assess that the fabrication of 
the fuel and placement of it in a submarine increases the 
proliferation risk. However, if the core material was to be re-
moved from the submarine in Australia, or if the operation 
of the submarine would be interrupted early on and require 
unplanned maintenance in Australia, this could be a source 
of concern. 

On a higher level, proliferation risks related to additional 
states using the AUKUS deal as a precedent or inspiration 
for their own pursuit of nuclear-powered submarines would 
be more concerning if such activities were to be used to 
motivate the establishment of new facilities in the state. The 
state could then either choose to remove nuclear material 
originally part of the civil fuel cycle and placed under safe-
guards for naval propulsion purposes, or investigate ways 
to increase the amount of nuclear material available. Both 
alternatives would pose a challenge for the non-prolifera-
tion regime. In the former case, amounts of nuclear materi-
al outside international control would increase. On the latter 
case, additional nuclear facilities could be established to 
openly or covertly produce the fissile material needed for 
the reactor cores, or to manage the disposal or reprocess-
ing/recycling of the fissile material after irradiation. The es-
tablishment would be associated with a non-zero risk of di-
version of nuclear material from e.g., fuel fabrication plants 
or enriched stockpiled product intended for fuel fabrication 
(see Section 2 of this work). The nuclear facilities producing 
or processing the nuclear material would however not be 
exempted from safeguarded in signatory states to the NPT, 
which means that safeguards verification would come in at 
that point. 

6.2	 Fuel composition and NED usability

The results show that it is crucial to include heavy isotopes 
beyond uranium-235, uranium-236, uranium-238 and plu-
tonium-239 to plutonium-242 in the analysis. Especially plu-
tonium-238 is found to play a major role as it is produced in 
relatively large amounts, and significantly degrades the plu-
tonium quality beyond what would be acceptable in a NED 
(although studies of the implications of varying fractions of 
plutonium-238 in a NED design can be found [21]). The 
quality of the plutonium produced depends on the irradia-
tion conditions, and varies from being dominated by pluto-
nium-238 to being dominated by plutonium-239 but with a 
significant contribution from plutonium-238. This contribu-
tion is however considerably lower in the first years of oper-
ation of the submarine, which in fact produces very small 
quantities of plutonium suitable for NEDs. In absolute 
terms, about 7 kg plutonium, just short of the 8 kg corre-
sponding to an SQ, is produced at the end-of-life in the Vir-
ginia-like reactor cores studied here. Note however, that in 
order to obtain the plutonium, reprocessing activities are 
needed to separate it from the uranium and waste prod-
ucts. Typically, weapons-grade plutonium is used in NEDs, 
where the contribution from plutonium-238 is less than 
0.05%. (Nuclear Weapons Archive, 1999) Practically all plu-
tonium compositions with a plutonium-238 contribution < 
80% (i.e. not only weapons-grade plutonium) can be used 
in a NED. [23] An evaluation of what the physics behind the 
80% level is, is beyond the scope of this work, but it could 
be worth studying further whether this is truly a lower limit.  
How well the NEDs perform will vary depending on the plu-
tonium composition, where those using a composition with 



42

ESARDA Bulletin, Volume 65, December 2023

more plutonium-238, plutonium-240 and americium-241 
are more likely to perform poorer than those with less. 

The second conclusion is thus that plutonium suitable for 
use in a NED is produced at short irradiation times, but in 
small quantities. The plutonium produced at the end-of-life 
has significant contributions from (above all) plutonium-238 
but also plutonium-240, which makes the material ill-suited 
for, but not impossible to, use in a NEDs. The reasons to 
why plutonium-238 is very undesirable in NEDs are that i) it 
emits so much thermal energy that it is very difficult to han-
dle; that ii) plutonium-238 has a significant spontaneous 
neutron emission which may cause a nuclear explosive de-
vice to pre-initiate; and that iii) plutonium-238 has a very 
high alpha particle emission rate (short half-life) which con-
tributes to alpha-neutron reactions with light impurities, 
again resulting in copious neutrons that may cause pre-ini-
tiation. Accordingly, we draw the conclusion that the use of 
this fuel material in submarines operated by a NNWS, does 
not automatically mean that material attractive for use in a 
NED will become available. However, large quantities of a 
nuclear material that could at least theoretically be used in 
a NED - neptunium - will be produced. Neptunium is also 
produced in civil reactors, but not in these quantities.

6.3	 Material classification

The results show that the classification of plutonium in the 
nuclear safeguards community as weapons-grade, fuel 
grade or reactor grade based only on the plutonium-240 
content appears inadequate here. In fact, one could see 
this study as an illustration of a situation where using defini-
tions designed for nuclear safeguards thresholds are inap-
propriate for determining weapons applications. The uni-
versal safeguards def init ion of plutonium with a 
plutonium-238 content <80% was not intended to deal with 
discharged material from very high enriched fuel with ultra-
high burnups, where specifications for minor isotopes and 
plutonium-238 content (responsible for producing heat 
from alpha decays) cannot be ignored from a NED-usability 
point of view. 

A third conclusion from this work is thus that a more suita-
ble definition of weapons-grade plutonium should be con-
sidered in the light of this work, stating limits on for instance 
plutonium-238 and plutonium-240, alternatively on plutoni-
um-238, plutonium-239 and plutonium-240. This would 
better reflect the usability and proliferation concerns asso-
ciated with plutonium, and also potentially direct safe-
guards resources to where they are best needed. 

6.4	 Civil reprocessing incentives

There are no indications that the irradiated nuclear fuel 
from the submarine reactor cores will be reprocessed. Nu-
clear fuelled submarines out-of-service are in many cases 
sti l l  await ing dismantlement. In other cases the 

decommissioned nuclear submarine reactor cores are 
stored. The simulations in this work have however shown a 
relatively large production of plutonium-238, which could 
potentially make the irradiated reactor material attractive for 
applications in civil use, such as heat sources for space-
craft and motivate reprocessing of the fuel. This would re-
quire separation of both uranium and plutonium, and possi-
bly neptunium. Such reprocessing activities potentially 
motivated by the recovery of plutonium-238, would consti-
tute a considerable challenge for the non-proliferation 
regime. 

A fourth conclusion is thus that a pressing challenge for the 
non-proliferation regime could be a future interest in repro-
cessing the irradiated submarine reactor fuel. Should this 
happen, the safeguards community and the IAEA must 
also be prepared to monitor and verify elements such as 
neptunium in a regular fashion, similarly to uranium and 
plutonium, and not just on a voluntary basis.
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•	 Reviewing surveillance camera data for specific ob-
jects or patterns of life (Smith, Hamel, Hannasch, 
Thomas, & Gaiten-Cardenas, 2021) (Thomas, et al., 
2021) (Wolfart, Casado Coscolla, & Sequeira, 2022). 

•	 Supporting inspector indoor localization at complex 
nuclear facilities (Wolfart, Sanchez-Belenguer, & Se-
queira, Deep Learning for Nuclear Safeguards, 2021).

•	 Supporting inspectors with digital assistants for visual 
tasks (Smartt, Gastelum, Rutkowski, Peter-Stein, & 
Shoman, 2021). 

Despite this surge in research, access to sufficiently large, 
relevant datasets remains a challenge. Relevant data for in-
ternational safeguards research and development are rare 
for multiple reasons. First, real international safeguards data 
are sensitive and held in confidence by the IAEA and are 
therefore inaccessible for most research. Second, safe-
guards-relevant data may be either commercially sensitive 
or have national security sensitivities for states. Third, rele-
vant data may be lost to history due to obsolete file for-
mats, data corruption, or lack of digitization. Finally, rele-
vant data might not exist; for example, images of 
technologies that are physically feasible but not widely 
adopted may be of interest to detect future proliferation ac-
tivities, but images of these technologies are non-existent. 

In response to the rarity of available safeguards data, we 
have created a large, open-source, safeguards-relevant im-
agery dataset called Limbo. Limbo contains one million 
synthetic (computer-generated) images intended for com-
puter vision research and development. The images in-
clude detailed, automatically-generated segmentation 
mask, contour, and bounding box annotations, see Figures 
8 – 10 for examples. We also provide a small collection of 
annotated real-world images for validation that include well-
documented copyright information to simplify publication. 
Our goal for the Limbo data, and for synthetic data more 
broadly, is to develop computer vision models trained sole-
ly on synthetic data that can achieve state-of-the-art per-
formance when evaluated on real-world data. 

We applied several criteria in selecting a subject matter for 
our synthetic data. We wanted the subject to be:

Abstract:

Computer vision models have great potential as tools for 
international nuclear safeguards verification activities, but 
off-the-shelf models require fine-tuning through transfer 
learning to detect relevant objects. Because open-source 
examples of safeguards-relevant objects are rare, and to 
evaluate the potential of synthetic training data for 
computer vision, we present the Limbo dataset. Limbo 
includes both real and computer-generated images of 
uranium hexafluoride containers for training computer 
vision models. We generated these images iteratively 
based on results from data validation experiments that are 
detailed here. The findings from these experiments are 
applicable both for the safeguards community and the 
broader community of computer vision research using 
synthetic data. 

Keywords: Computer vision, synthetic data, international 
nuclear safeguards, uranium hexafluoride.

1.	 Introduction

The International Atomic Energy Agency (IAEA) operates 
under the United Nations and is responsible for verifying 
that nuclear materials and facilities across the globe are 
limited to peaceful use. They do so by implementing and 
monitoring international nuclear safeguards: measures to 
account for nuclear materials and verify the design and op-
eration of nuclear facilities. Increasing interest in nuclear 
energy technologies, growing inventories of nuclear materi-
al, and limited IAEA safeguards resources are compelling 
the IAEA to be more efficient in safeguards monitoring. 

Computer vision models could increase IAEA safeguards ef-
ficiency, by augmenting visual tasks conducted as part of the 
IAEA’s safeguards mission. Examples of visual tasks for 
which computer vision research and development is current-
ly underway throughout the safeguards community include:

•	 Object and change detection for nuclear-relevant sites 
via satellite imagery analysis (Rutkowski, Canty, & 
Nielsen, 2018).

•	 Collection, triage, and information recall for open-
source images (Feldman, Arno, Carrano, Ng, & Chen, 
2018) (Gastelum & Shead, 2018) (Arno, 2018). 

https://doi.org/10.3011/ESARDA.IJNSNP.2023.5

Gastelum, Z.N., Shead, T.M., & Marshall, M., (2023, December). Data Validation Experiments with a Computer-Generated Imagery Dataset for International Nuclear Safeguards, 
ESARDA Bulletin - The International Journal of Nuclear Safeguards and Non-proliferation, 65, 44-62. https://doi.org/10.3011/ESARDA.IJNSNP.2023.5
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2.	 Data Generation

In this section, we describe our workflow to generate syn-
thetic images. This process includes the creation of three-
dimensional (3D) models of UF6 containers, random sam-
pling of 3D model parameters, and placement in real or 
virtual environments, followed by rendering to produce 2D 
images and metadata. 

2.1	 Developing 3D Models

We developed 3D models of our UF6 containers using 
SideFX Houdini (https://www.sidefx.com/products/houdi-
ni/), a procedural 3D modeling and animation tool widely 
used in films, television, and game design. A screenshot of 
the Houdini workspace with a parameterized 30B container 
model is provided in Figure 3. The 3D models were in-
formed by technical standards and specifications pub-
lished in open sources by industry partners and profes-
sional societies, with some subjective adjustments to better 
match the containers in real-world images. Sources that 
were especially useful for our model development 
included:

•	 Unclassified, for easier development and dissemination 
of the data.

•	 Visually distinct, to facilitate labeling of real-world vali-
dation data.

•	 Relatively common, to ensure that we would have suffi-
cient real-world data to support our validation 
activities. 

•	 Prevalent within the nuclear fuel cycle, so the generat-
ed data could support the broadest possible research 
and development, without being tied to a single pro-
cess or type of facility.1

Based on these criteria, we opted to generate images of 
containers used to store and transport uranium hexafluor-
ide (UF6) throughout the commercial nuclear fuel cycle. We 
specifically focused on two general models of UF6 contain-
ers: 30B and 48-type containers. 

30B containers are 30-inch cylinders used to transport ura-
nium-235 enriched up to 5%. These containers are primari-
ly found at uranium enrichment facilities (as the product 
output) and fuel fabrication plants (as the product input). 
See Figure 1 for a real-world example. 

48-type containers refer to a class of 48-inch containers 
used to store and transport natural and depleted UF6. We 
included three common designs of 48s: 48X and 48Y con-
tainers are used for storage and transportation, while 48G 
containers are characterized by the lack of an apron and 
are used exclusively for storage. 48-type containers can be 
found at uranium conversion plants (as the product output), 
uranium enrichment plants (as the input, and to store de-
pleted tails), and fuel fabrication facilities (as input for natu-
ral uranium fuel). See Figure 2 for a real-world example of 
48Y containers. 

In addition to relevant containers, the Limbo data includes 
examples (both real and synthetic) of distractor objects in-
cluding propane tanks, gas canisters, beer kegs, 55-gallon 
drums, and more. Synthetic distractors have the full meta-
data suite, while real-world distractor metadata includes 
only the class “distractor”. 

In the remainder of this paper, we describe the data gener-
ation process (Section 2), validation workflow (Section 3), 
data validation experiments and results (Section 4), and 
discussion and implications for future research (Section 5). 
We also provide information on how to access and use the 
Limbo data, and descriptions of the Limbo dataset con-
tents (Section 6).

1  Through a collaboration with researchers at Lawrence Livermore National Labo-
ratory, we had access to a set of images collected from open sources that pro-
vided an indication of overall prevalence in open sources and served as a seed 
for additional data collection.

Figure 1: 30B uranium hexafluoride container at the IAEA Low 
Enriched Uranium Bank in Kazakhstan. Credit: IAEA, 2019.

Figure 2: 48Y containers at Urenco, Netherlands. Credit: IAEA, 
2015.
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industrial scenes similar to environments where real 30B 
and 48 containers would be found, but we also included 
several studio and other scenes for variety. Several exam-
ples of our HDR backgrounds are shown in Figure 4 (the 
images are warped by the panoramic perspective but dis-
play normally when projected into the final 2D rendered 
images). 

A limitation of using real images as backgrounds is that the 
scale and perspective of the background may not match 
the 3D objects in the foreground. This can lead to cylinders 
that seem unusually large or small, relative to their sur-
roundings, or appear to be floating in air instead of properly 
grounded.  Although ultra-realistic synthetic images are not 
necessarily required for robust model training (Tremblay, et 
al., 2018), we addressed this by providing a fully synthetic 
3D environment in later Limbo images, based on an out-
door scene of an oil refinery. The 3D oil refinery provided a 
large and diverse setting for our containers, had industrial 
features similar to a nuclear fuel cycle facility, and guaran-
teed that 3D foreground objects perfectly matched the 
background in proportions and perspective.

We inserted skies from the real-world HDR images into the 
synthetic oil refinery for additional control and manipulation 
of lighting. A scene from the refinery is shown in Figure 5. 

•	 Uranium Hexafluoride: A Manual of Good Handling 
Practices (United States Enrichment Corporation, 
1995); 

•	 American National Standard for Nuclear Materials - 
Uranium Hexafluoride – Packaging for Transport 
(American Nuclear Standards Institute, 2001); and

•	 Uranium Hexafluoride: Handling Procedures and Con-
tainer Descriptions (Oak Ridge Operations, 1987).

Once the cylinder models were created in Houdini, we 
used the Allegorithmic (now Adobe) Substance 3D paint 
software to generate multiple sets of “paint job” textures for 
the cylinders in varying styles and levels of wear. 

In addition to the cylinders, Limbo also includes a variety of 
distractor objects. Unlike the UF6 containers, the distrac-
tors are common objects not specific to the nuclear fuel cy-
cle (such as propane tanks, welding gas cylinders, wine 
barrels, etc.) that are widely available commercially. There-
fore, for the distractor objects we procured 3D models from 
an online 3D model marketplace (https://turbosquid.com) 
with appropriate permissions for use and distribution.

2.2	 Model Placement and Environment

As backgrounds for our 3D container models, we provided 
two major classes of environment: real-world and 
synthetic. 

Real-world environments were created using panoramic 
High Dynamic Range (HDR) photographs, which capture a 
360-degree image of a scene, and—unlike normal photo-
graphs—use special techniques to record the full range of 
light intensity for each pixel. In this way, an HDR image 
samples light intensity from all directions simultaneously. 
This makes it possible for an HDR image to provide the 
photographic backdrop for a scene while also supplying re-
alistic, nuanced lighting. We used HDR images collected 
from open sources with appropriate permissions, including 
indoor and outdoor scenes. A majority of the images were 

Figure 3: 3D CAD model of a 30B UF6 container in the Houdini 
software.

Figure 4: Sample indoor and outdoor HDR environments.

Figure 5: Synthetic 3D oil refinery environment.
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The refinery scene was procured from the same online 3D 
model marketplace as our distractor objects.

For both HDR and synthetic 3D environments, we used 
Houdini to assemble complete scenes via random sam-
pling of parameters such as the number, type, organization 
(scattered versus rows) and placement of containers within 
the environment; camera location, orientation, and lens; en-
vironmental lighting conditions; container material appear-
ance; container condition (new, scratched, rusty, etc.); and 
type of cradles (wood, concrete) used to support the 
containers.

2.3	 Rendering and Metadata

Once the individual 3D scenes were assembled, we used 
Redshift 3D - a GPU-accelerated, biased render engine im-
plementing a physically based rendering (PBR) lighting 
model – to render 2D images. Importantly, each of our 2D 
images comprises several layers and multiple files created 
explicitly with the needs of computer vison research in 
mind. Each of our images includes the following:

1. �A 720 by 720-pixel HDR visible spectrum image  
(Figure 6).

2. �A corresponding depth map image, where the value of 
each pixel is its distance from the camera. This data can 
be used by researchers interested in training models on 
light detection and ranging (LiDAR) information (Figure 7).

3. �Sub-pixel occupancy data for every object in the image 
(Figure 8). Storing the per-pixel areas occupied by multi-
ple objects allows us to generate a variety of perfect 
ground truth information, including per-instance and per-
class segmentation masks, contours (Figure 9), bound-
ing boxes (Figure 10), and tags for image classification. 
Sub-pixel occupancy data is stored in compressed form 
using the efficient and elegant Cryptomatte file format 
(Friedman & Jones, 2021). 

Figure 6: Examples of synthetic 30B containers in a variety of 
real-world HDR environments.

Figure 7: Depth map image suitable for use as LIDAR ground 
truth.

Figure 8: Segmentation masks derived from per-instance 
occupancy data.

Figure 9: Object contours for scene objects. 

Figure 10: Bounding boxes derived from per-instance masks.
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3.1	 Training Models on Synthetic Data

Our primary goal was to validate that popular computer vi-
sion models could learn from our synthetic images. We se-
lected two main types of computer vision models for vali-
dation: image classifiers and object detectors. For each 
model type, we fine-tuned multiple pre-trained architec-
tures. For image classification we used ResNet-50 (He, Xi-
angyu, Shaoqing, & Sun, 2016) and Inception (Szegedy, et 
al., 2015). For object detection, we used YOLO-v5s (Jocher, 
et al., 2022) (which is built upon Yolov3 (Redmon & Farhadi, 
2018)), SSS (Liu, et al., 2016) and Faster R-CNN (Ren, He, 
Girshick, & Sun, 2015). 

We conducted a series of experiments that trained the 
models using subsets of the synthetic Limbo data, to vali-
date that the models could learn from the data and to iden-
tify any issues with the data. The results of those experi-
ments are discussed in Sections 4.2 and 4.3. 

3.2	 Testing Models on Real Data

After training models using synthetic data, each model was 
tested on the curated collection of real-world data—which 
we refer to as reference data—that is included with Limbo. 
The reference data contains images of both types of rele-
vant UF6 containers and numerous distractors. Each real-
world image in the reference dataset is accompanied by 
metadata that includes copyright information and ground 
truth bounding boxes manually labelled by members of our 
project team (Figure 12). As one can see in Figure 12, the 
manually drawn bounding boxes are not as perfect as 
those generated automatically for our synthetic data. How-
ever, we followed a consistent protocol for bounding box 
labeling, which was subject to inter-rater quality checks 
within our team. We think this protocol resulted in higher 
quality labels than many of the open-sourced labels used in 
the large benchmark datasets, which have documented er-
rors and quality issues (Northcutt, Athalye, & Mueller, 2021).

4. �Metadata including the contents of a scene, background, 
lighting, and camera parameters. 

The images were rendered as a series of thematic “cam-
paigns”, which are used to describe the image sets in ex-
periments in Section 4, and in describing the data in Sec-
tion 6. Importantly, the synthetic images are perfectly 
labelled because the labels themselves are generated at 
the same time as the images, using the same 3D scene 
information. 

In addition to the data proper, we also developed an appli-
cation programming interface (API) to simplify accessing 
the full data and metadata for each image. Information on 
the API is available at: https://limbo-ml.readthedocs.io/. 

3.	 Data validation procedure

We developed a data validation workflow to ensure that 
computer vision models could be trained using our syn-
thetic images. In this section, we describe the data valida-
tion workflow, the findings from our validation activities, and 
how they informed later iterations of the Limbo data. This 
was a crucial step in the data generation process since the 
Limbo data is intended for computer vision research and 
development. Our workflow was iterative, including four 
steps: rendering synthetic images, training models on syn-
thetic data, testing models on real data, and interpreting 
what the models learned. Then, we incorporated those les-
sons when rendering new synthetic data. The workflow is 
depicted in Figure 11, and each step will be described in 
additional detail below.

Figure 11: Synthetic data workflow.

Figure 12: Sample Limbo reference image labelled by our research 
team (right).
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We also evaluated images of false negative classifications 
and detections. We attempted to observe common fea-
tures of the images that may have impacted the failure to 
correctly classify or detect the object of interest in the im-
ages. The process we used for reviewing misclassifications 
and what we learned from the process is described in 
(Gastelum, Shead, & Marshall, 2022).

3.4	 Rendering New Synthetic Data

From our analysis of image classification and object detec-
tion results, we made multiple additions to our Limbo data-
set, including the addition of cylindrical distractor objects 
and arranging containers into rows. After making updates 
to the Limbo data, we re-trained and re-tested our models. 
Selected results and findings from those activities, includ-
ing experimentation with subsets of the Limbo data, are 
described in the following sections. 

4.	 Data validation experiments

The purpose of the data validation experiments was to con-
firm that computer vision models could be successfully 
trained on our synthetic data and tested on real data. 
Though we imagined that researchers or model developers 
could have access to a small amount of real data, we in-
tended to prepare this data under the assumption that it 
would not necessarily be augmented by real data. Prior re-
search on the use of synthetic data for training models typ-
ically includes large quantities of real-world data such as 
(Ekbatani, Pujol, & Segui, 2017) (Gaidon, Wang, Cabon, & 
Vig, 2016) and (Movshovitz-Attias, Kanade, & Sheikh, 2016), 
and achieves good model performance. However, the sizes 
of the real datasets in these papers (tens of thousands of 
real images) are still beyond the reach of our intended ap-
plication spaces. We have previously examined the impact 
of augmenting synthetic data with small numbers of real 
images, with resulting model performance being approxi-
mately the same (Gastelum & Shead, 2020). Therefore, our 

3.3	 Interpreting What the Models Learned

We interpreted the results of our models on reference data 
to identify potential issues with how the computer vision 
models were learning from the Limbo data. The mecha-
nisms we used to interpret model learning differed by mod-
el type. 

For the image classification models, we used machine 
learning explainability methods to visualize the pixels of an 
image that were most influential in each prediction. We re-
viewed the false positive and true positive predictions to in-
terpret the features that were informing positive classifica-
tion results. 

Due to the variation in responses from machine learning ex-
plainability techniques, we simultaneously viewed the ex-
planations from three explainability models: GradCAM (Sel-
varaju, et al., 2017), Guided GradCAM, and Gradient SHAP. 
An example from an early classification model’s false posi-
tive explanation is in Figure 13. From these explanations, 
we interpreted what features of the synthetic Limbo data 
were more relevant during model training and inference on 
the real-world data. Figure 13 shows an early example of 
indications that we needed to add distractor cylindrical ob-
jects into the dataset. Additional details of the classification 
model validation results are below in Section 4.2.

For the object detection models, we opted to use the 
placement of the bounding boxes to interpret the most rel-
evant areas of an image used to make an inference. For ex-
ample, in Figure 14 the model incorrectly detected 48-type 
containers around a human and a 30B container. Similar to 
how we interpreted the image classification results, we re-
viewed the object detection true positives and false positive 
detections   and anecdotally devised potential implications 
of our Limbo data based on what we observed the object 
detection models were learning. The example in Figure 14 
is one of dozens of false positive detections that prompted 
us to integrate synthetic people into our Limbo data. 

Figure 13: Example explanation from a false positive image 
classification, using GradCAM to visualize salient pixels.

Figure 14: Example false positive detection results, in which the 
YOLO-v5s model identified a human and a 30B container as 48-
type containers. 
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trained ten ResNet-50 models for 500 epochs using 5000 
synthetic images of type 48 containers from campaign 17, 
and tested using 1000 additional synthetic images from the 
same campaign. As can be seen, we achieve excellent pre-
cision (>87%) (see Figure 15) and recall (>85%) (see Figure 
16) on the type-48 identification task (metrics are the re-
sults averaged from evaluating all ten models).

For our object detection models, we fine-tuned the pre-
trained YOLO-v5 model with synthetic images from the 
Limbo dataset. We used 8,000 synthetic images for train-
ing, and 2,000 synthetic images for testing.  The dataset 
was comprised of images of single 30B or 48-type contain-
ers from Campaigns 2 and 3, respectively, and background 
(no containers) images from Campaign 6. We balanced the 
dataset with equal number of negative (background) and 
positive (either a 30B or 48-type container present) exam-
ples. For the positive examples, we had the same number 
of 30B and 48-type containers. The YOLO-v5 model was 
trained for 500 epochs.

Like the image classification models, we expected the per-
formance of our train synthetic-test synthetic object 

validation experiments focused on training models exclu-
sively with synthetic data and testing them with real data. 

Descriptions of our validation experiments in which we train 
models on synthetic data and test them on real data are 
detailed in Sections 4.2 and 4.3. These experiments utilize 
image classification models and object detection models. 
While there are other relevant computer vision model types 
available such as image segmentation models, we think 
that these two types provide sufficient evidence for our val-
idation tests. Additional experiments with segmentation 
masks or other model types could prove to be interesting 
future research. 

Model performance in these experiments was measured in 
two ways. First, for image classification models, accuracy 
measures are dependent on the class ratios present in the 
test data, so we evaluated model performance using two 
common computer vision performance metrics: precision 
and recall. Precision is the percentage of items predicted to 
be members of a class that actually are members of that 
class (true positives divided by the sum of true positives 
and false positives, while recall is the percentage of class 
members that are predicted to be members of that class 
(true positives divided by the sum of true positives and false 
negatives).  

Second, for object detection models, we used a hybrid 
scoring approach. We first evaluated object detection mod-
els with the industry standard measure of performance 
mean Average Precision (mAP), which considers model 
performance on multiple object types, evaluation of positive 
and negative identifications, and evaluation of the predicted 
bounding box compared to the ground truth bounding box 
(for a useful tutorial, see (Tan, 2019)). For our evaluations, 
we set the intersection over union (IOU) threshold of 0.25. 
We used this lower-than-typical IOU standard based on our 
deployment assumption that the detection of a relevant ob-
ject, even with an imperfectly aligned bounding-box, could 
still support analysts in finding indications of nuclear 
activity. 

It is important to note that it was not the intent of these ex-
periments to spend significant resources in fine-tuning hy-
per-parameters for best model performance. Rather, we 
used these validation experiments to suggest improve-
ments for our synthetic data and to obtain a rough estimate 
of model performance when using it for training.  

4.1	 Confirmation of Model Implementation

Although our focus for eventual deployment is on the train-
synthetic, test-real use-case described above, all of our ex-
periments are tested on synthetic data during training too - 
this allows us to validate that the code is working properly 
and the models are successfully training.  As one extant 
example, the following figures show train-synthetic, test-
synthetic results for one set of experiments where we 

Figure 15: Precision results for image classification implementation 
test.

Figure 16: Figure 16. Recall results for image classification 
implementation test.
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In the first set of models (yellow/green tones along the bot-
tom of Figure 18 and the top of Figure 19), the ResNet-50 
model was trained on synthetic images of single 30B con-
tainers, with negative examples from background images 
without any containers. For these initial models, precision 
scores centered around 0.28 (lower cluster in Figure 18), 
and recall scores around 0.5 (higher cluster in Figure 19). 
The second set of models (in red/orange tones along the 
top of Figure 18 and the bottom of Figure 19), the ResNet-
50models were trained on the same relevant containers, 
but with distractor containers as negative examples in-
stead of backgrounds only. The precision scores for these 
models increased significantly, to around 0.58 (higher clus-
ter in Figure 18), while the recall scores were around 0.35 
(lower cluster in Figure 19). 

The large increase in precision between the first and sec-
ond set of models indicates that the models trained with 
synthetic distractors were better at selecting images with 
relevant containers and not selecting images without rele-
vant containers. The decrease in recall scores between the 
first and second set of models indicates that the models 
became less likely to classify relevant containers than 
before.  

We observed that as we made changes to the content type 
of the synthetic data, the models reacted in predictable 
ways—specifically, learning to be more discriminating with 
cylindrical objects before classifying them as relevant 
containers.

4.3	 Object Detection

Our second set of validation experiments focused on ob-
ject detection models. The object detection experiments 
evaluated models trained using subsets of Limbo to see 
how those subsets impacted model performance. In these 
experiments, we used an equal number of positive and 
negative examples to train the model. We considered a 
positive example to include one or more relevant containers 
of interest, and a negative example to contain no objects of 
interest (only background images or distractor containers). 
In these experiments, we used the YOLO-v5s object detec-
tion model, with an intersection over union (IOU) threshold 
of 0.25. Additionally, we calculated mean Average Precision 
(mAP) scores only for the 30B and 48-type containers.

As a baseline for performance, we trained models with 
10,300 images containing individual containers (30B and 
48-type containers). We compared performance of the 
baseline models to two alternatives: first, we trained mod-
els with images containing single containers (30B and 48) 
and single rows of containers (30B and 48). Second, we 
trained models with the same images, plus images con-
taining distractors and individual containers. 

Like we did for image classification, for each experiment, 
we trained 10 models with randomized init iation 

detection models to be high. Using a threshold of 0.5 for 
mAP, performance of the object detection models was 
near-ceiling as shown in Figure 17. 

4.2	 Image Classification Validation 

Our first set of computer vision validation experiments were 
focused on image classification. For these experiments, we 
fine-tuned pre-trained ResNet-50 models using our syn-
thetic Limbo data. The models were trained as one-class 
classifiers, with a sigmoid output between zero and one, 
where larger numbers indicated stronger predictions of the 
container class, and lower numbers indicated lower predic-
tion of the container class. We elected 0.5 as the threshold 
for container classification, so that images with scores 
higher than 0.5 were considered a container class and im-
ages with scores lower than 0.5 considered a non-contain-
er class for the purposes of our evaluation.  

We trained 10 models for each experimental run, using ran-
domized initiation points for each model to ensure that 
training results were not serendipitous. We used this ap-
proach instead of cross-validation in order to train the mod-
els exclusively on synthetic data in each run and test them 
exclusively on real data (where cross-validation techniques 
would shuffle these training and test data sets). And we 
tested their performance on our full set of real images and 
recorded the average of the models’ performance. 

In Figure 18 and Figure 19, we show the results for all ten of 
the models but describe overall performance in relation to 
the mean of the ten models. Our classification experiment 
focused on single 30B container classifications and the ex-
perimental manipulation of the content of the negative train-
ing examples—either plain backgrounds, or synthetic dis-
tractors. For each trained model, we used an equal split of 
positive and negative examples.

Figure 17: mAP scores using 0.5 detection threshold 
implementation test.
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Figure 18: Precision scores from our image classification experiment show that image classification models trained with distractor objects 
(top cluster of red/orange lines) had higher precision than models trained without distractors using only background scenes as negative 
examples (bottom cluster of yellow/green lines).

Figure 19: Recall scores for an image classification experiment show that image classification models trained with distractor objects as 
negative examples (bottom cluster of red/orange lines) had lower recall than models trained with background scenes as negative 
examples (top cluster of yellow/green lines). 
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containers and rows. The two scenarios are within statisti-
cal deviation of each other, but the mean mAP score for 
models trained on individual containers and rows is higher. 
In this case, we hypothesize that by training the model with 
examples of distractors, especially distractors occluding 
UF6 containers, the model learned features of the occlud-
ing object and incorrectly associated it with the 30B or 48 
containers, lowering the mAP score. Furthermore, by in-
cluding distractors in the categories for the model to learn 
from in the training set, the object detection problem be-
comes harder because the model has more options to 
choose from, and we observed that the model confused 
30B or 48-type containers for distractors in some instanc-
es, which also lowered the mAP score. 

To better compare the impact of different synthetic images 
on our image classification and object detection models, 
we conducted an analysis in which we judged both models 
using common metrics. We adapted the signal detection 

parameters and took the mean of their results to ensure 
that test results were not the product of an especially high- 
or low-performing model. We found that by including imag-
es with rows of containers along with others showing indi-
vidual containers during training, the mAP score improved 
compared to the baseline model where only individual con-
tainers were present, as shown in Figure 20. The real-world 
images contain scenarios where the relevant containers are 
in rows, and through inspection of the object detection re-
sults, we noticed models trained without examples of con-
tainers in rows, i.e., only using individual containers, strug-
gled to identify examples when presented with a row of 
containers. By providing the model with examples of con-
tainers in rows in the training data, the model was able to 
learn that more containers were present and detect them. 

The model trained using both containers and distractors in-
creased the mAP score relative to the baseline model but 
did not improve per formance relative to individual 

Figure 20: Mean Average Precision (mAP) Scores for Object Detection Experiments. As variety and complexity of training data increased, 
so did model performance. There was a minor difference in performance between models that were trained with individual and rows of 
relevant containers and models that also included distractor objects. The green, blue, and red lines indicate training runs with single 
containers (30B and 48) and background; single containers, background, and single rows of containers; and single containers, 
background, distractors plus single containers, and single rows of containers, respectively.
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retrieved was relevant) and recall scores decreased (i.e., 
fewer of the total relevant items were recalled), we see the 
same pattern in the object detection models when they are 
evaluated as classifiers. 

We had anticipated this result, that as the models learn 
more about other types of containers that exist, they be-
come more discriminating in their classifications and there-
fore may also miss more relevant items.

Finally, when we compared the performance of our image 
classifiers and object detectors on the same metrics of pre-
cision and recall, we found that both model types had simi-
lar precision scores, but recall scores were significantly 
higher for the object detection models. The underlying 
models are different, so it is difficult to make broad general-
izations about what this could mean for computer vision 
generally, but it could indicate that models trained as object 
detectors are better able to identify—based on the more 
specific nature of the training data—relevant features that 
could increase recall, thereby decreasing the potential 
number of relevant items missed by these models.  

4.4	 Interpreting Model Results

As described in Section 4, we interpreted the computer vi-
sion results using explainability techniques for the image 
classification models and visualization of the bounding box-
es for the object detection models. Our most notable ob-
servations, and their subsequent impacts on the Limbo 
data, are described here. 

Relevant containers in rows. One of our first observations 
from the image classification explainability activities was 
that when relevant containers were pictured in rows, a 
model that was trained on single containers only appeared 
to be focusing primarily on the first one or two containers. 
In response, we began generating rows of relevant contain-
ers such as might be seen in a shipping or storage area. 
These changes can be observed in campaigns 4 and 5. 

Synthetic distractors. We also observed in our image clas-
sification explainability tests that the models were recogniz-
ing many real-world cylindrical objects as 30B or 48-type 
containers. We think this was caused by negative examples 
in early trials, which consisted of backgrounds without any 
additional synthetic content, such as synthetic cylindrical 
distractors. In response, we introduced synthetic distrac-
tors—primarily cylindrical, round, industrial objects. These 
changes can be observed starting in Campaign 7. 

Synthetic distractors in groups. We thought it would be in-
formative to render our distractor objects in groups or clus-
ters, instead of the well-aligned rows of campaigns 4 and 
5. This change can be seen starting in campaigns 8 and 9. 

Partially occluded containers. As a follow-up to the chang-
es made in point 1, we also wanted to occlude containers 
with distractor objects rather than just relevant containers. 

performance metrics used in image classification (true pos-
itive, true negative, false positive, and false negative) for ob-
ject detection as follows:

•	 For any image that had an object of interest (as defined 
by our team’s labeling), an object detection-generated 
bounding box for that type of object in the image was 
considered a true positive regardless of its location 
within the image.

•	 For any image that did not have an object of interest, 
the absence of an object detection-generated bound-
ing box of that type in the image was considered a true 
negative.

•	 For any image that had an object of interest, but the 
object detection model did not place a bounding box 
of that type anywhere in the image, it was considered a 
false negative.

•	 For any image that did not have an object of interest, 
but the object detection model placed a bounding box 
of that type anywhere in the image, it was considered a 
false positive.

We present the performance of our object detection mod-
els when they were evaluated as classifiers in Figure 21. We 
provide a summary of observations from assessing our ob-
ject detection models as classifiers, and model-to-model 
performance comparisons, below. 

First, we observed that increases in performance from in-
cluding more diverse images in training (as shown in Figure 
20) was not as great for the object detection models when 
they were used as classifiers. This is likely due to an in-
crease in the baseline model performance coming from the 
lower bar for true positives than for correct object 
detection. 

Second, we had not previously tested differences in com-
puter vision model performance between 30B and 48-type 
containers. Our early image classification testing focused 
mostly on 30B containers, and we did not differentiate con-
tainer types in performance reporting in earlier object de-
tection models. With this new testing, which included both 
types of containers and easily differentiated results based 
on how classification results are reported, we found that 
the object detector—when measured like a classifier—has a 
higher precision and recall with 48-type containers com-
pared to the 30B containers. This may be due to the more 
visually distinct features of the 48-type containers com-
pared to the 30B containers. 

Third, we found stable patterns in the trade-off between 
precision and recall as we increased the variety in the train-
ing data. In Figure 18 and 

Figure 19, we show that as we increased the variety, preci-
sion scores increased (i.e., a higher proportion of data 
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Figure 21: Applying signal detection performance assessments for determining precision (top) and recall (bottom) to the object detection 
results. The hatched lines represent performance on 30B containers, and the solid (no hatch marks) represent performance on the 48-
type containers. See Table 1 for a description of the campaign details. 
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We acknowledge that the premise of computer vision mod-
els learning the wrong features may be controversial. How-
ever, it is our aspiration that computer vision models re-
spond more like human observers and recognize the 
intended item across many varied environments. We think 
the ability of computer vision models to learn the defining 
visual characteristics of relevant objects is especially crucial 
for high consequence domains such as nuclear nonprolif-
eration, where learning irrelevant features could have seri-
ous security consequences.   

At this point, we think attention must be placed back on 
feature engineering and the models themselves: what are 
the features they are learning, and can we force them to 
learn only the features we deem important? Can we identi-
fy and prune features that are irrelevant? We believe the 
next step in computer vision research and development—
especially for high-consequence domains where real-world 
data is limited and synthetic data will likely play a significant 
role—will require new ideas and new architectures that al-
low model trainers to explicitly specify the relevance of 
data.

6.	 Accessing and using the data

The images, metadata, reference data, and documentation 
for the Limbo dataset are available to the public as unclas-
sified, unlimited release data. While Sandia does not own 
the reference data, we have checked copyright information 
to the best of our ability and have included only data that 
we believe is shareable. The full Limbo dataset, including 
one million synthetic images, hundreds of real-world refer-
ence images, and all associated metadata is hosted in the 
Lawrence Berkely National Laboratory’s Berkeley Data 
Cloud (BDC). The data is open source and available to any-
one with a free BDC account. Before accessing BDC, how-
ever, we recommend reading the documentation, terms of 
use, and API information detailed at: 

https://limbo-ml.readthedocs.io/ 

The Limbo data is organized into a series of topical cam-
paigns that provide a manageable file structure of roughly 
50000 images each and reflect the lessons and observa-
tions from our data validation experiments (see Section 4). 
The rendering campaigns are described in Table 1, and in 
the documentation provided at our website.

Combinations of distractors with relevant containers ap-
pear starting with campaigns 8 and 9. 

Synthetic people. As seen in Figure 14, our object detec-
tion models frequently mis-labelled people as containers. In 
response, we introduced synthetic 3D people in campaigns 
18 and 19. 

Animated walk-through. During its development, we collab-
orated with partners who wanted to use the Limbo data for 
their own R&D. One project—the 3D Computer Vision for 
Safeguards project—is developing container counting ca-
pabilities intended for use by a safeguards inspector walk-
ing through a facility. In anticipation of their needs, Limbo 
campaign 20 provides an extensive animated walk-through 
of the synthetic environment that could be used for frame-
by-frame tracking and counting of objects. 

5.	 Discussion and future work

During our iterative image validation process, we made 
several general observations about training computer vi-
sion models with synthetic data, which we briefly summa-
rize here along with thoughts on additional research.

First, negative examples are more effective when they in-
clude distractors. This observation came directly from our 
validation activities and is described in Section 4.2 and 4.3, 
as well as our discussion of updates to the data as an out-
come of the validation process in Section 4.4

Second, object configuration and positioning had a larger 
influence on detection rates than expected. This was also 
addressed in Section 4.2 and 4.3, and included an update 
in our synthetic data described in Section 4.4. 

Third, training computer vision models to be more discrimi-
nating through the inclusion of distractor objects in training 
data can lead to a classic performance trade-off of im-
proved precision, but lower recall. 

Fourth, computer vision models are generally learning the 
wrong lessons from training data. Anecdotally, there are 
many synthetic images in the Limbo dataset that our hu-
man colleagues found difficult to distinguish from real-
world data. The problem of domain shift between datasets 
has been well-documented in computer vision research, 
and (Movshovitz-Attias, Kanade, & Sheikh, 2016) describes 
its relevance to synthetic as well as real datasets. However, 
we note that even when human observers can tell which 
images are real and which are synthetic, they still have no 
difficulty correctly recognizing the (real or synthetic) cylin-
ders.  Yet computer vision models display significant differ-
ences in performance when evaluating real and synthetic 
images.  This implies not only that there are differences be-
tween the synthetic and real feature distributions, but that 
the models are making decisions based on image features 
that humans somehow ignore as irrelevant. 
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Campaign 
No. Campaign Description and Associated Figure.

2 30B containers viewed individually, in the relative center of the frame of real-world 3D HDR backgrounds. 50,000 of 
the images depict 30B containers, and 5,000 images show only the backgrounds without containers for use as 
negative examples. See Figure 1.

3 48-type containers (X, Y, and G designs intermixed) viewed individually, in the relative center of the frame of real-world 
3D HDR backgrounds. 50,000 of the images depict 48 containers, and 5,000 images show only the backgrounds 
without containers for use as negative examples. See Figure 22. 

4 48-type containers (X, Y, and G designs intermixed) arranged in rows in real-world 3D HDR backgrounds. 50,000 of 
the images depict 48 containers, and 5,000 images show only the backgrounds without containers for use as 
negative examples. See Figure 23.

5 30B containers arranged in rows framed in real-world 3D HDR backgrounds. 50,000 of the images depict 48 
containers, and 5,000 images show only the backgrounds without containers for use as negative examples. See 
Figure 24.

6 No containers. This campaign contains images from our 3D HDR backgrounds as negative examples. See Figure 25.

7 Single synthetic distractor objects arranged in our real-world 3D HDR backgrounds. See Figure 26.

8 Single 30B containers pictured with a single distractor, in the real-world 3D HDR background. Depending on camera 
placement and container size, one of the containers might not be visible in some images. See Figure 27.

9 Single 48 containers pictured with a single distractor, in the real-world 3D HDR background. Depending on camera 
placement and container size, one of the objects might not be visible in some images. See Figure 28.

10 Clusters of distractor objects, including up to three distractor types, in real-world 3D HDR backgrounds. See Figure 
29.

11 Single 30B container with up to three types of distractor objects clustered around the container, in real-world 3D HDR 
backgrounds. This campaign offers more views of occluded containers than previously demonstrated. See Figure 30.

12 Single 48 container with up to three distractor objects clustered around the container, in real-world 3D HDR 
backgrounds. This campaign offers more views of occluded containers than previously demonstrated. See Figure 31. 

13 Highly complex environment with a single 48 container and many distractors of up to 10 different types filling the 
frame, in real-world 3D HDR backgrounds. These images are intended to test the limits of computer vision 
applications. See Figure 32.

14 Highly complex environment with a single 48 container and many distractors of up to 10 different types filling the 
frame, in real-world 3D HDR backgrounds. These images are intended to test the limits of computer vision 
applications. See Figure 33.

15 Each individual UF6 container type developed for this project, with every possible surface type, viewed from many 
angles. Backgrounds are real-world 3D-HDR backgrounds. See Figure 34.

16 Between 0 – 50 30B containers with multiple distractors placed in synthetic 3D oil refinery background. See Figure 35

17 Between 0 – 50 48 containers with multiple distractors placed in synthetic 3D oil refinery background. See Figure 36.

18 Single 30B containers with multiple distractors and with the addition of people placed in synthetic 3D oil refinery 
background. See Figure 37.

19 Single 48 containers with multiple distractors and with the addition of people placed in synthetic 3D oil refinery 
background. See Figure 38.

20 30B and 48 containers pictured together, with distractor objects, in an animated walkthrough of the synthetic oil 
refinery background. This campaign is intended for use in computer vision research involving video data. See Figure 
39.

Table 1: Limbo campaign descriptions.
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Figure 22: Example from campaign 3, with a single 48-type 
container.

Figure 26: Example from campaign 7, with a single distractor 
object.

Figure 24: Example from campaign 5, with rows of 30B  
containers. 

Figure 28: Example from campaign 9, with a single 48-type 
container and one distractor.

Figure 25: Example from campaign 6, showing a  background 
image with no containers.

Figure 29: Example from campaign 10, with  groups of 
distractors.

Figure 27: Example from campaign 8, showing one distractor 
and one 30B container.

Figure 23: Example from campaign 4, showing rows of 48-type 
containers.
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Figure 30: Example from campaign 11, showing groups of 
distractors with one 30B container. 

Figure 34: Example from campaign 15, in which a 30B 
container is pictured from below.

Figure 32: Example from campaign 13, with many distractors and 
one 48-type container.

Figure 36: Example from campaign 17, with several 48-type 
containers and distractors in a synthetic background.

Figure 33: Example from campaign 14, with many distractors with 
one 30B container.

Figure 37: Example from campaign 18, with 30B containers, 
distractors, and people in a synthetic background.

Figure 31: Example from campaign 12, with groups of distractors 
with one 48-type container.

Figure 35: Example from campaign 16, with several 30B 
containers and distractors in a synthetic background.
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Administrat ion (DOE/NNSA) under contract DE-
NA0003525. This written work is authored by an employee 
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and interest in and to the written work and is responsible 
for its contents. Any subjective views or opinions that might 
be expressed in the written work do not necessarily repre-
sent the views of the U.S. Government. The publisher ac-
knowledges that the U.S. Government retains a non-exclu-
sive, paid-up, irrevocable, world-wide license to publish or 
reproduce the published form of this written work or allow 
others to do so, for U.S. Government purposes. The DOE 
will provide public access to results of federally sponsored 
research in accordance with the DOE Public Access Plan. 
Sandia Tracking Number: 1724688.
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1.	 Introduction

Nuclear materials and technologies offer a powerful tool for 
the progress of society and industry across the world. 
However, the same instruments may also be used in a 
harmful way, like for the development of nuclear weapons. 
To detect the diversion of nuclear material from plants and 
facilities, preventing the proliferation of nuclear weapons 
and the illicit trafficking of nuclear and radiological materi-
als, a series of international technical measures have been 
developed in the form of legally binding agreements. These 
measures are known as “nuclear safeguards”. Nuclear 
safeguards originated from the signing of the Non-Prolifera-
tion Treaty (NPT) in 1968, when non-nuclear weapon 
States officially declared that they would not develop nucle-
ar weapons and agreed on establishing measures enabling 
the verifications of compliance to the NPT [1]. These verifi-
cations are performed by safeguards inspectorates: at an 
international level, the reference authority is represented by 
the International Atomic Energy Agency (IAEA) [2], while, for 
example, at the European Union level the reference author-
ity is EURATOM [3], [4]. The European Commission collab-
orates actively with EURATOM in the frame of safeguards 
development via the DG ENER (EURATOM Safeguards) [5] 
and the Joint Research Centre (Nuclear Security Unit) [6], 
[7]. Another important contribution to European nuclear 
safeguards is given by the European Safeguards Research 
and Development Association (ESARDA), an association of 
European organizations established in 1969 to advance 
and harmonize R&D in the area of nuclear safeguards [8].                 

Initially, safeguards were only focused on the verification of 
activities and amounts of material declared by the States to 
the inspectors, but after the Iraqi crisis of 1991 [9], through 
the Additional Protocol (AP) (also known as INFCIRC/540) 
by IAEA [10], they became aimed at providing a more com-
prehensive picture of a State’s nuclear activities. 

Through safeguards, a State can demonstrate to others 
that its nuclear material and technologies are being used 
for peaceful purposes. The IAEA safeguards were estab-
lished about 60 years ago and nowadays it is clear that nu-
clear cooperation and the exchange of scientific and tech-
nological expertise among countries have benefited from 
these measures. At present, more than 180 States world-
wide have put into force IAEA safeguards [11]. The continu-
ous enhancement of safeguards efficiency is crucial to 
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improve the cost-effectiveness of safeguards mechanisms, 
to encourage international peaceful nuclear collaboration 
based on the exchange of nuclear technologies and mate-
rials, and to adapt to evolving/emerging technologies (e.g., 
Gen IV reactors, Small Modular Reactors, nuclear fusion, 
…). Furthermore, by enhancing safeguards efficiency, the 
IAEA can maintain its credibility and effectiveness in imple-
menting safeguards on a global scale.

To detect the diversion of nuclear material from declared 
activities to undeclared activities, it is necessary to account 
for the declared material via inspections and measure-
ments. In particular, measurements of mass and/or volume 
and sample analysis play a key role in the control of nuclear 
material since they allow the characterization of the material 
both qualitatively (i.e., identifying its nature/components 
(isotopic composition)) and quantitatively. Measurement 
techniques can be divided into two main groups: Non-De-
structive Assay (NDA) techniques and Destructive Assay 
(DA) techniques.

Non-Destructive Assay techniques allows the investigation 
of a sample preserving its physical integrity, as suggested 
by the name itself. NDA techniques have matured over the 
years and gained in precision, and nowadays these tech-
niques allow for efficient and accurate measurement of nu-
clear material, including special nuclear material (SNM) like 
plutonium and enriched uranium [12], as well as other nu-
clear materials such as neptunium (237Np) [13], which in turn 
allows authorities to draw elaborate safeguards for nuclear 
material accounting and control (NAMC), process control 
and perimeter monitoring [14].

In contrast to NDA techniques, DA techniques involve sam-
pling from the material under analysis, affecting its physical 
integrity. Each sample taken from the original item must be 
representative of the bulk of the material from which it is 
taken. Moreover, these samples usually undergo a prepa-
ration prior to the measurement, which changes their phys-
ical/chemical form. For example, specific solutions or ox-
ides may be required to carry out the measurement. 
Besides the analysis of samples of nuclear material for the 
verification of declared amounts of material, DA techniques 
are crucial for the detection of undeclared nuclear activities 
through environmental sample analysis. Furthermore, DA 
techniques are crucial to certify working standards used for 
the calibration of NDA techniques. The most common DA 
techniques for nuclear safeguards are based on precipita-
tion/weighting of chemical analytes, analytical electro-/ra-
dio- chemistry and mass spectrometry. 

Besides measurements, IAEA safeguards also involves 
containment and surveillance as key elements for drawing 
conclusions.

This paper describes the NDA techniques used for nuclear 
safeguards – focusing on the main techniques and provid-
ing some examples of advanced and novel methods – with 

the aim of pointing out their benefits and drawbacks. In-
stead, a detailed discussion of DA techniques and of con-
tainment and surveillance, which is beyond the scope of 
the present work, can be found, for example, in [15].

2.	 Overview of NDA techniques

The main NDA techniques used for nuclear safeguards can 
be classified into three groups:

a) Gamma-ray spectrometry: this technique measures 
the gamma rays (and X-rays) emitted by radioactive nu-
clides in terms of energy and intensity. Because the pho-
tons are a “fingerprint” of the emitting nuclide, gamma-ray 
spectrometry allows a qualitative analysis of the sample 
(i.e., it allows one to recognize which nuclides it contains) 
besides the quantitative analysis linked to the abundance of 
isotopes in the sample. The reference tools for this NDA 
technique are gamma-spectrometers, which can include 
scintillators and semiconductor detectors. The detectors 
sense radiation based on the excitation (scintillators) and 
ionization (semiconductors) of the active material by the in-
coming γ rays [16]. In the context of nuclear safeguards, 
scintillators (like NaI(Tl) or LaBr3), having a good efficiency 
but a relatively poor energy resolution, are commonly limit-
ed to uranium enrichment studies. On the contrary, semi-
conductors like high-purity germanium (HPGe), offering ex-
cellent energy resolution but a limited efficiency, are 
routinely used to obtain and unfold complex spectra such 
as the one of Pu isotopes. Figure 1 shows a comparison of 
spectra of U and Pu acquired with different instruments. 

Nevertheless, it should be pointed out that gamma-ray 
spectrometry is not capable of measuring the isotope 242Pu 
due to its very low specific gamma activity. Moreover, the 
drawback for the excellent resolution of HPGe is that the 
detector must be maintained at a low temperature (typically 
at 77 K), which makes the detector setup bulky and expen-
sive. A good compromise between efficiency and resolu-
tion is represented by semiconductors like CdTe and 
CdZnTe, which can be operated at room temperature. In 
[16] a list of the state-of-the-art scintillators and semicon-
ductor detectors is available, showing all their main features 
and discussing their performance. 

In general, gamma-ray spectrometry is fundamental for the 
detection of divergences (“defect verification”) between the 
declared and measured values of spent fuel [18], [19]. As an 
example, semiconductors are routinely used for the detec-
tion of fission products in spent fuel.

Gamma-ray spectrometry is an NDA technique requiring 
sophisticated instrumentation and skilled operators: deep 
training [20] is crucial to master both the hardware and the 
software (including numerical codes) accompanying the 
spectrometers [21]. The relative error associated with gam-
ma-spectrometry measurements varies with the isotope 
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content (enrichment, fuel burnup, …) and with the counting 
time: typical values are in the range of ~0.1%-10% [22]. 
Generally, high-resolution gamma-spectrometry can detect 
directly a mass of 235U/239Pu greater than about 10 mg [23], 
[24]. 

It is worth mentioning that a novel technique based on 
gamma-ray detection such as partial defect verification: 
gamma-ray emission tomography [25].

b) Neutron assay: this technique is based on the detection 
of fission neutrons emitted by fissile and special nuclear 
materials either spontaneously or due to reactions induced 
by an investigation source. The detectors used for this as-
say are typically gas-filled detectors, mainly 3He proportion-
al counters which can detect thermal neutrons via the 
reaction:

	
n + 3He→ p + 3H + 764 MeV

	 (σth = 5330 b)	 (1)

The charged reaction products in Equation (1) interact with 
the filling gas of the detector (via ionization and excitation 
events), generating an electrical signal (charge pulse), from 
which the presence of neutrons is deduced. Since fission 
events generally release 2-3 neutrons [26], neutrons pro-
duced by fission can be discriminated from random 

neutrons occurring from background natural/cosmic radia-
tion and from the ones of interrogation sources by using 
electronics working in coincidence mode. The rationale for 
discrimination is the following: if two pulses are detected 
within a short time window (“gate”) they are considered as 
temporally correlated events and are counted as a real fis-
sion event (“double”), on the contrary, if only one event is 
detected it is considered a random individual neutron. This 
is the basis of the neutron coincidence counting method 
(NCC), which is the most widespread NDA technique for 
the determination of the Pu mass in bulk samples. More 
complex algorithms, such as neutron multiplicity counting 
methods (NMC) have been developed to account for sin-
gle, double and triple events detected within the gate, in or-
der to extract quantitative information about the neutron 
multiplication effect within the sample [27]. If real coincident 
multiples are present, the distribution in time of events (de-
tector pulses/counts) that follow an arbitrarily chosen start-
ing event (pulse) is given by the Rossi-alpha distribution:

	 	  (2)

where A is the accidental coincidence count rate, R is the 
real coincidence count rate and τ is the die-away time of 
the detector assembly [23]. The exponential form of the 
Rossi-alpha distribution comes from the fact that a popula-
tion of coincident neutrons emitted at a time t = 0 in a 

Figure 1. Examples of (a) high resolution (HPGe) and (b) low resolution (NaI) 
spectra for 235U and 239Pu. Image adapted from [17].
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recoil energy is correlated to the initial neutron energy, this 
technique allows operators to perform a quantitative/spec-
trometric analysis of the fast neutron field. Moreover, if scin-
tillators are equipped with thermal neutron absorber layers 
(containing B, Cd, Gd, Li, …), they are able to detect (count) 
thermal neutrons too. The use of scintillators is more recent 
and less widespread than that of gaseous detectors [29].  

Finally, note that fission chambers [16] are employed in cas-
es where high neutron fluxes can overcharge the detectors, 
like in the measurements of spent nuclear fuel.

The most ubiquitous detectors for neutron assay based on 
3He are the neutron coincidence counter (NCC) – with or 
without an interrogation source – [23], the active well coin-
cident counter (AWCC) [15], the EURATOM fast collar [30] 
(routinely used by the European Commission’s inspectors) 
and the underwater coincidence counter (UWCC) [31] (usu-
ally dedicated to Pu measurements in MOX fuel assemblies 
prior to irradiation). Instead, an example of detection sys-
tem based on (liquid) scintillators is the fast neutron collar 
(FNC) [32], [33]. The instruments used for neutron counting 
contain a series of detectors which are typically arranged in 
compact geometries such as “wells” for relatively small 
samples or “collars” suitable for the analysis of bigger sam-
ples like PWR and BWR fuel pins/assemblies, etc.  All these 
instruments offer compact and easy-to-use solutions for 
short-time on-site Pu and U measurements, relying on a 
large set of well-documented and internationally recog-
nized procedures; however, they are bulky instruments of-
ten housing radioactive sources, so they are not usually 
customizable for measurement of “non-standard” samples. 
For instance, some counters are optimized only for PWR 
fuel assembly analysis and the presence of a radioactive 
source rises radiation protection issues. When dealing with 
massive/self-shielding samples, cadmium liners can be 
generally inserted in these instruments to improve the pen-
etrability of the interrogating neutron flux in the sample: 
when cadmium liners are present, the instrument is said to 
operate in “fast mode” (e.g., the EURATOM fast collar oper-
ates in fast mode) [34].

Typically, the IAEA international target values (ITV) for the 
relative uncertainty of neutron assay techniques are of a 
few percent, but errors around 1% or less can be usually 
achieved by properly tuning the measurement time [22], 
[30], [35]. The minimum detectable mass of 235U via neutron 
counting techniques lies commonly in the range 1 mg - 100 
mg, while for plutonium the detection limit ranges roughly 
from 1 mg to 500 mg in terms of m240eff, depending on both 
the method used and the material composition of the item 
analysed [23], [36], [37], [38].

c) Calorimetry: this technique is based on measuring the 
thermal power produced by the radioactive decay of sam-
ples placed inside containers, using calorimeters based on 
thermocouples and/or thermopiles. The main advantages 

fission reaction will decay in time as . Figure 2 shows 
an example of a Rossi-alpha distribution: a prompt gate 
starting at t = 0 and ending when the distribution reaches a 
plateau collects real coincidences (“R”, green area) plus ac-
cidental events (“A”, red area), while a sufficiently delayed 
gate as wide as the first one collects only accidental 
events. Counting the events in the two gates and subtract-
ing the events collected in the delayed gate from those col-
lected in the prompt gate gives the real counts. This is 
done in practice using shift register electronics [15], [23]. 

Figure 2. Rossi-alpha distribution (dashed line) of detection   
events. Key: R = real coincidence counts (green area), A = 
accidental coincidences (red area), dotted line: accidental 
coincidence background, τ = neutron die-away time.

The main advantage of passive NMC (i.e., NMC without an 
investigation source) is that it does not need calibration with 
a series of representative physical standards to determine 
the instrument response curve like NCC. Moreover, the ad-
ditional precision of this technique makes it suitable for the 
analysis of heterogeneous Pu samples like scrap MOX 
material. 

Since the Pu spontaneous fission yield (due to 238Pu, 240Pu 
and 242Pu decays) is higher than that of U, Pu-containing 
samples can be investigated without the use of an external 
neutron source inducing fission, while for U measurements 
an investigation neutron source has generally to be em-
ployed. As 240Pu is usually the major even isotope present 
in both low- and high-burnup plutonium, the plutonium 
mass measured with neutron assay is typically expressed 
as equivalent mass of 240Pu (m240eff), namely the mass of 
240Pu that would give the same coincidence response as 
that obtained from all the even isotopes in the actual sam-
ple [23]. For measurement of 235U enrichment in uranium 
samples, an AmLi (α,n) source is typically used to induce 
fission in the sample because of the low average energy 
(around 0.5 MeV) of its neutrons, so that fast fission (e.g., 
on 238U) is negligible. Note that an investigation source is 
also needed to measure 239Pu mass [23].

Another option for performing neutron assay is by using liq-
uid and plastic scintillators (or gaseous ones [28]), where 
fast neutrons are detected via the light nuclear recoils 
(mainly protons) they generate in the scintillator itself. As the 
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depending on the thermal power resolution of the calorime-
ter [42], [43]. 

NDA techniques are commonly divided into two categories, 
active and passive techniques: in the former case, one 
measures the radiation spontaneously emitted by the sam-
ple, in the latter case the radiation measured is induced in 
the sample employing external sources. Table 1 summaris-
es the main NDA techniques discussed in this Section, 
while Figure 3 shows some examples of instrumentation 
typically employed to perform these assays.

The techniques discussed so far represent the most wide-
spread and consolidated NDA methods used for nuclear 
safeguards (note that the IAEA inspectors use more than 
100 different NDA systems [15]). More advanced and/or 
novel NDA techniques have been developed to increase 
the effectiveness and efficiency of nuclear safeguards. A 
few meaningful examples of these techniques are briefly 
outlined in the following lines, while a more detailed over-
view of these methods can be found in [15] and [34].

K-Edge Densitometry (KED) consists in irradiating a sample 
with highly collimated X-rays and measuring the abrupt 
change of the transmitted X-ray intensity in correspond-
ence of the so-called “absorption edge” of the atomic 

of the technique are that the assay is independent of the 
sample geometry and that it applies to a wide range of ma-
terial forms. Calorimetry is mainly used to assess the total 
mass of plutonium inside a sample, but it requires knowl-
edge of the plutonium isotopic mass ratios (usually given by 
gamma-ray spectrometry) [39], [40]. The Pu measurement 
via calorimetry is justified by the relatively high thermal 
power emitted by Pu isotopes and decay products, in par-
ticular 238Pu and 241Am [39], [40]. Calorimetry is the most 
accurate NDA technique available for plutonium mass 
measurements, and it has become a standard in the USA 
[39]. Nevertheless, it shall be noted that calorimetry meas-
urements typically require a long time for thermal equilibri-
um to be reached and, moreover, a quite stable room tem-
perature should be kept not to jeopardize the measurement 
performance, which makes calorimetry not suitable for in-
dustrial/workplace environments. The relative error associ-
ated with (the sole) thermal power measurement is typically 
below 1% [41]. It shall be noted that, due to the typical di-
mensions of the instrumentation used for calorimetry 
measurements, this technique is often restricted to small 
samples (< 80 L in volume). However, there exist systems 
for the calorimetry of samples with a volume of up to about 
400 L [42]. The detection limit in terms of Pu mass general-
ly ranges from a few tens of mg to about 10 g of Pu, 

NDA Category Type Instrument
Main 

applications
Advantages Disadvantages

Gamma-ray 
spectrometry

Passive

Qualitative 
+

quantitative

Spectrometers 
(scintillators and 
semiconductors)

U enrichment 
determination 

(LEU and HEU), 
Pu isotopic 
composition 

verification, fresh 
MOX fuel 

verification, spent 
fuel verification.

Possibility to 
precisely detect/

identify nuclides, a 
wide range of 

software and codes 
for nuclide 

identification.

Complex 
instrumentation, need for 
deep operators’ training, 
possible need to keep 

detectors at low 
temperatures, 

(sometimes) expensive 
instrumentation.

Neutron 
assay

Passive or 
active

Quantitative 
(and 

sometimes 
qualitative)

Gas-filled 
proportional 
counters, 

scintillators, 
fission 

chambers

Pu and U mass 
measurement at 
practically any 

enrichment and 
chemical/physical 

sample form.

Compact and 
easy-to-operate 
instrumentation, 

well-documented 
international 

procedures, high 
accuracy 

achievable, 
relatively short 

measurement time 
(< 1 h).

Bulky instrumentation, 
(possible) presence of a 

radioactive source 
(hence, dose to 

operators), (possible) 
need for reference field/
sources for calibration, 
self-shielding effects in 
the sample can perturb 
measurements, fixed 
setup (sometimes).

Calorimetry Passive Quantitative Calorimeters
Total Pu mass 
measurement.

Applicable to a 
wide range of 

material forms, very 
accurate, simple 

technology, 
relatively cheap 

instrumentation, no 
calibration source 

required.

Long time needed to 
reach thermal equilibrium 

and/or good statistics, 
need for near-constant 
ambient temperature, 
(often) adapt only for 
small samples, not 

suitable for U 
measurements.

Table 1.  Summary of the key features of the main NDA technique used for nuclear safeguards.
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correlate the reduction in the intensity of neutrons of a giv-
en energy to their absorption inside the sample due to the 
presence of specific isotopes, which are individuated and 
quantified. NRTA can determine the mass of all the iso-
topes of Am, Pu and U that are of interest for nuclear safe-
guards [46]. NRTA requires, upstream the sample to be in-
vestigated, a pulsed high-energy particle accelerator 
producing neutron bursts, and, downstream, a neutron de-
tector (typically a 6Li-glass scintillator coupled to a TOF 
(Time Of Flight) electronics for neutron spectrometry [47]). 
Each neutron burst comprises neutrons with a continuous 
energy distribution, but only neutrons with an energy in the 
0.1-40 eV energy range are of interest for NRTA.  NRTA has 
found a distinctive application in the analysis of spent fuel 
pin assemblies, which can be measured in parallel. Typical 
statistical uncertainties for NRTA are in the range 1%-4% 
[46]. In contrast to gamma spectroscopy, NRTA can be 
used to interrogate high-Z bulk material [47]. Moreover, dif-
ferently from neutron counting techniques, which can de-
tect only fissile and or fissionable nuclides, NRTA can char-
acterize any isotope provided that it has strong and definite 
resonances in the energy region considered.

As a final example, a novel technique based on neutron 
measurement is the Differential Die-Away Self-Interrogation 
(DDSI) [15], [48], [49]. DDSI essentially consists in measur-
ing fissile uranium and plutonium isotopes in spent fuel us-
ing spontaneous fission neutrons from 244Cm that are pre-
sent in the assembly as the interrogation source. The 
sensitivity of the fissile mass measurement is enhanced by 
measuring the sample with and without a cadmium liner 
between the sample and a surrounding moderator. In addi-
tion, the fertile mass can be assessed through the multi-
plicity analysis of the neutrons detected soon after the initial 
neutron pulse. Neutrons are detected using several 3He de-
tectors, which enhance the sensitivity of the measurement. 
Through DDSI, a statistical uncertainty of around 1% for an 
average spent fuel assembly (burnup around 40 GWd/tU 

K-shell of a selected element to determine its concentration 
in the sample [44]. KED is generally applied to uranium or 
plutonium solutions with concentrations > 50 g/L, so that it 
is an ideal candidate for the analysis of reprocessing prod-
uct solutions [22], [45]. The measurement uncertainty can 
be below 0.5% (depending on the counting time) [22].

Interferences can occur when elements having similar K 
absorption edges are present, so that corrections must be 
applied for samples containing both uranium and plutoni-
um. Alternatively, when dealing with mixtures of uranium 
and plutonium, one can exploit Hybrid K-Edge Densitome-
try (HKED) [44], [45], which results from the combination of 
KED with X-ray fluorescence (XRF). HKED employs a single 
X-ray source for K-edge densitometry and fluorescence ex-
citation. The concentration of the most abundant actinide is 
determined by KED, while the concentration of the other is 
derived from the XRF peaks. HKED is applicable to all U, 
Th, Pu, U-Th and U-Pu specimens containing at least 0.2 
g/L of the main actinide, so that it allows the verification of 
reprocessing plants solutions having typical U concentra-
tions of 150-250 g/L and Pu concentrations of 1-3 g/L [45]. 
An accuracy of about 0.20% for U and 0.60 % for Pu can 
be achieved in samples with a U/Pu ratio of about 100 [45]. 
Needing a fine X-ray spectrometry, both KED and HKED 
are normally performed with HPGe detectors [22]. Note 
that the accuracy of KED and HKED is better than that of 
high-resolution gamma spectrometry, leading to lower de-
tection limits for the mass of nuclear materials. Another ad-
vantage is using an external, tunable investigating source 
instead of relying solely on the radiation emitted by the 
sample itself, which may be too weak to detect the source.

Moving to neutron measurements, an advanced NDA tech-
nique is the Neutron Resonance Transmission Analysis 
(NRTA) [46]. NRTA is based on the measurement of the in-
tensity of neutrons that have traversed a sample as a func-
tion of the neutron energy. By so doing, it is possible to 

Figure 3. Examples of instrumentation used for the main types of NDA techniques (not to scale). 
Product Image courtesy of Mirion Technologies, Inc. (https://www.mirion.com/) for images a)-left. Image 
a)-middle courtesy of ORTEC® (https://www.ortec-online.com/). Images b) and c)-right courtesy of 
ANTECH Inc (www.antech-inc.com). Image c)-left courtesy of Setsafe (https://setsafesolutions.com/).
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the material being measured, mitigating the radiation 
hazard to personnel. This is particularly useful when 
dealing with items that are difficult to handle or manipu-
late directly. Moreover, this paves the way for automati-
zation and remote controlling, which further reduces the 
exposure to operators. 

4) �Possibility to carry out on-site measurements: a lot of 
NDA techniques can be adapted for field measurements, 
allowing inspectors to assess the nuclear material con-
tent on-site, thus reducing the need for transportation of 
materials to dedicated measurement facilities, which in 
turn limits issues with radiation protection and/or safety 
and security. This way, issues related to the delay of in-
ternational transfers of nuclear material which may be 
necessary for independent destructive analysis are 
avoided. In some cases, such as for the verification of 
spent nuclear fuel, on-site NDA is the only possible 
option.

5) �Speed and cost: NDA techniques do not require sam-
pling, which reduces the steps needed for a measure-
ment. Not having to deal with the preparation and ma-
nipulation of a sample (generally in a dedicated 
laboratory) simplifies the measurement procedure and 
allows the user to get quickly to the result. This is par-
ticularly important in the context of nuclear safeguards, 
where it is crucial to timely verify the declared masses 
[13]. Furthermore, NDA instruments are typically cheaper 
than other laboratory instruments such as those used for 
DA [52].

6) �Availability of methods and procedures: a great deal of 
well-documented, internationally recognized analysis 
procedures exist for NDA; modern software packages 
guide the user to perform the measurement from calibra-
tion, to data acquisition and analysis/interpretation (for 
example, the MAESTRO® software for gamma-ray spec-
trometry by ORTEC® [53]).

7) �Possibility of cross-checks: as there are various NDA 
techniques available, one can use them for cross-valida-
tion on the very same sample (it is not modified by the 
non-destructive measurement), increasing the confi-
dence in measurement results. 

Despite the numerous advantages just presented, there 
are also a few specific drawbacks connected to the use 
of NDA, which are given below:

1) �Limited precision: NDA methods often provide less sen-
sitive, accurate and precise measurements (i.e., larger 
uncertainties) compared to destructive techniques, 
which can impact the accuracy of material accountancy 
and verification [23]. 

2) �Difficulties with some sample geometry/setup: heteroge-
neous samples or large bulk samples can pose limits to 

and 4% 235U) can be achieved in few minutes [48]. DDSI is a 
powerful tool for detecting small quantities of fissile materi-
al, even if it is shielded or placed within a non-fissile matrix.

As described, NDA offers a powerful tool for supporting in-
ternational safeguards; in the following section, the benefits 
and drawbacks of NDA for nuclear safeguards compared 
to other types of measurements and measures will be 
discussed.  

As a final remark, it shall be highlighted that the border be-
tween NDA and DA becomes less clear when sampling is 
concerned: if an NDA technique is applied to a sample tak-
en from an item, the same NDA technique can be consid-
ered non-destructive for the sample or destructive referring 
to the original item because its integrity has been compro-
mised by taking the sample. For instance, this “destructive” 
sampling is needed when an item does not fit the detector 
dimensions and a portion of it is taken as sample and used 
for the selected NDA measurement. For example, HKED is 
classified as a non-destructive technique when it is as-
sumed that it can be directly applied to the whole item un-
der analysis (or when the sampling phase is neglected) 
[50], [51], while it is considered destructive when sampling 
is assumed to be required [45], and the same holds true for 
the other NDA techniques.

3.	 Discussion

In Section 2 the three main classes of NDA techniques 
were illustrated, discussing the specific advantages and 
disadvantages of each specific instrumentation type as 
they relate to nuclear safeguards. This section is dedicated 
to a discussion of the benefits and drawback of NDA in 
general.

Hereunder are listed the (main) benefits of NDA:

1) �Preservation of the physical integrity of the material un-
der analysis: non-destructive techniques offer the advan-
tage of assessing nuclear material content without caus-
ing damage to the material itself. Hence, the physical 
(and chemical) state of the object investigated is not al-
tered. This is crucial when dealing with valuable or sensi-
tive materials, which can be used or further processed 
after the measurement.

2) �Reduction of radioactive waste: NDA techniques do not 
generate of additional radioactive waste, for example 
with the preparation of a sample for analysis inside labo-
ratories that, after the measurement becomes a waste. 
On the contrary, destructive techniques generally pro-
duce waste that needs to be managed and disposed of, 
involving radiation protection issues and, sometimes, 
safety/security issues.

3) �Use at standoff distances: NDA methods are non-intru-
sive, namely they do not require physical contact with 
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4.	 Conclusion

NDA techniques are crucial to assess and verify the nuclear 
material content in various items, such as nuclear fuel, 
waste, or other materials, without altering the sample 
integrity. 

NDA offers several advantages, but it also has a series of 
drawbacks. Despite NDA being generally less precise than 
DA, the precision of NDA methods has improved signifi-
cantly over the years owing to advancements in detector 
technology, calibration techniques, and data analysis meth-
ods. Nevertheless, while NDA methods may have inherent 
limitations in achieving the same level of precision as de-
structive assays, they offer the main advantage of preserv-
ing the physical integrity of the materials investigated and of 
allowing on-site field measurements, which is crucial in 
many practical scenarios. Overall, NDA techniques stand 
out as valuable tools in nuclear safeguards, but their suc-
cessful implementation depends on proper instrumenta-
tion, skilled analysts, rigorous calibration procedures, and 
careful consideration of potential uncertainties and errors in 
the measurements. 

In conclusion, a combination of NDA and DA techniques, 
besides the use of complementary safeguard strategies like 
containment and surveillance, nuclear forensics and satel-
lite imagery, is the best solution for nuclear safeguards pur-
poses, to maximize the benefits and overcome the limita-
tions of each approach allowing for a more comprehensive 
assessment of nuclear material content and safeguards ef-
fectiveness [60]. The fact that an NDA technique can be 
applied to a sample taken “destructively” from the item to 
be analysed is just another example of how non-destructive 
and destructive operations can be combined for the analy-
sis of nuclear materials.

these techniques, for example, due to self-shielding 
techniques or due to a variable spatial distribution of 
burnable poisons. Similar problems arise with highly di-
luted nuclear materials. If NDA cannot guarantee to pro-
vide a measurement representative of the sample, other 
techniques have to be used; for instance, DA techniques 
are typically used for environmental sampling analysis for 
the detection of undeclared nuclear activities.

3) �Sensitivity to environmental factors: NDA measurements 
can be performed on-site, but this makes them more de-
pendent on environmental factors such as shielding, 
background radiation, and detector efficiency, which 
need to be carefully accounted for to achieve accurate 
measurements.

4) �Need for specialized equipment and expertise: analytical 
methods used for nuclear safeguards, including NDA 
techniques, often requires sophisticated instruments 
(e.g., neutron sources) which may not be readily available 
or easily operated by non-experts. Additionally, the inter-
pretation of data can be complex and requires skilled an-
alysts to ensure accurate results [54].

5) �Limited material identification: some NDAs can quantify 
the amount of nuclear material (quantitative techniques), 
but are not able to identify the specific isotopes present 
in the material. For this purpose, destructive techniques 
like mass spectrometry or radiochemical analysis can be 
employed. However, there are NDA techniques capable 
of directly quantifying specific isotopes in an assay, such 
as the traditional gamma-ray spectrometry already dis-
cussed in the previous section or more exotic techniques 
like nuclear resonance fluorescence (NRF) [55].

6) �Relatively high detection limits: NDA techniques have de-
tection limits that are generally higher than those of DA, 
meaning that they might not be suitable for measuring 
very low quantities of nuclear material or detecting highly 
diluted material or low-energy radiation. For the afore-
mentioned cases, a destructive analysis is needed (for 
example, dissolving the sample into a liquid scintillator 
after a proper chemical treatment). For example, the limit 
of detection of NDA for fissile nuclides is typically in the 
range of micrograms to some milligrams (per gram of 
sample material), while the most advanced DA tech-
niques like ion mass spectrometry can detect down to 
tens of picograms of the nuclide of interest [14], [34], [43], 
[56], [57], [58], [59].  

7) �Tampering risk: because NDA measurements are non-
intrusive, there is a risk of tampering or attempts to de-
ceive inspectors by altering the exterior of the material 
without affecting the nuclear content.

Table 2 offers a visual recap of what has been illustrated.

Pros Cons

• �Preservation of material 
integrity;

• �Reduction of radioactive 
waste and personnel’s 
exposure;

• �Wide margins for 
automatization and remote 
control; 

• �Possibility of on-site 
measurements;

• �Rapid and (relatively) cheap 
methods;

• �Wide international expertise 
available;

• �Possibility of cross-checks 
with different NDAs on the 
same sample.

• �Higher detection limits and 
uncertainty compared to 
DA;

• �Not applicable to weak 
radioactive sources (e.g., 
highly diluted radionuclides);

• �Sensitivity to environmental 
factors;

• �Need for specialized 
equipment and trained 
operators;

• �Limited material 
identifications with certain 
NDA (e.g., calorimetry); 

• �Tampering risk.

Table 2. Summary of the main advantages and disadvantages of 
NDA.
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