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Dear readers, 

I hope that this issue of the ESARDA Bulletin finds you well.

During the last months we were suddenly forced to 
change our daily routines due to the dramatic expansion of 
the Covid-19 virus and all of us had to revise the way of 
working and living to adapt to the new situation. Access to 
laboratories and facilities have been limited for many of us, 
making the preparation of research articles more 
challenging.

The 42th ESARDA annual meeting planned for May 2020 
has been postponed because of the crisis, but the latest 
news from the ESARDA working groups and about relevant 
past and future events can be found in the Connector 
newsletter n. 2, that is being published when I’m writing this 
editorial. I am inviting you to read our newsletter and if you 
have news or technical contribution that you would like to 
have published in the next ESARDA Connector, please send 
an e-mail to EC-ESARDA-CONNECTOR@ec.europa.eu.

I am very proud to present to you Issue 60 of the ESARDA 
Bulletin that has been released regularly despite the adverse 
situation. The publication of the journal has been made pos-
sible thanks to the dedication of authors and reviewers, who 
dedicated part of their time in writing and reviewing contri-
butions allowing the ESARDA Community to benefit of the 

latest research developments in the field of Nuclear Safe-
guards. Thank you very much for your dedication.

Should you have an academic contribution that you want 
to submit to the ESARDA Bulletin, please send it to EC-
ESARDA-BULLETIN@ec.europa.eu together with the 
signed paper submission form that you can find in the ES-
ARDA Bulletin web page (from https://esarda.jrc.ec.europa.
eu/ click the tab ‘Publications’ and then select ‘Bulletin’ 
from the menu).

Thanks also to Christopher Havenga who designed and 
realized the cover of the last ESARDA Bulletin issues with 
great enthusiasm.

Last but not least, special thanks to Andrea De Luca, the 
ESARDA publication assistant editor: his support together 
with ideas for improvements are always very appreciated. 
Andrea, thank you so much!

I wish you a pleasant reading.

Dr. Elena Stringa
Editor of the ESARDA Bulletin - The International Journal 

of Nuclear Safeguards and Non-proliferation
https://esarda.jrc.ec.europa.eu/

EC-ESARDA-BULLETIN@ec.europa.eu
Elena.Stringa@.ec.europa.eu

Editorial
Elena Stringa
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Performance of FRAM isotopic analysis of shielded 
plutonium with an electrically cooled coaxial 
gamma-spectrometer
Jozsef Zsigrai1, Andrey Berlizov2, Darcy van Eerten1,3, Janos Bagi1, Artur Muehleisen1

1European Commission, Joint Research Centre, Directorate G, Karlsruhe, Germany
2International Atomic Energy Agency, Vienna, Austria
3Durham University, Durham, United Kingdom

Abstract:

The capability of the FRAM software to accurately 
determine the isotopic composition of shielded plutonium 
was tested by the Joint Research Centre in Karlsruhe to 
support the use of FRAM for the verification of plutonium-
bearing items by safeguards inspectors in the field. More 
than ten thousand spectra of eight certified reference-
material items were analysed using dif ferent FRAM 
parameter sets. The spectra were recorded by the 
“ORTEC microDetective” portable electrically cooled 
coaxial gamma spectrometer. The performance of FRAM 
was evaluated as a  function of shielding thickness, 
measurement time, sample composition and “spectrum 
quality”. The spectrum quality was quantified using 
a numerical figure of merit that included the uncertainties 
of the peak areas relevant for the isotopic analysis. 
Thereby, i t  combined the ef fects of shie ld ing, 
measurement time and sample isotopic composition into 
a single indicator. It was confirmed that using FRAM’s 
automatic analysis option improves the isotopic results, 
especially in the case of lower quality spectra. The results 
of this work will help safeguards inspectors to optimize the 
use of electrically cooled gamma-spectrometers and to 
improve the accuracy of plutonium isotopic composition 
measurements in the field.

Keywords: gamma spectrometry, electrically cooled gam-
ma spectrometer, plutonium isotopic composition, FRAM

1.	 Introduction

The purpose of this work was to study and possibly im-
prove the capability of the FRAM software to determine 
the isotopic composition of shielded plutonium by portable 
electrically cooled HPGe detectors. This work, focused on 
plutonium, is a follow-up of previous work [1] that was fo-
cused on uranium. Both tasks were carried out within the 
European Commission’s support programme to the Inter-
national Atomic Energy Agency (IAEA). For the sake of 
completeness, some introductory remarks about the task 
and about FRAM are repeated here.

FRAM is software that calculates uranium and plutonium 
isotopic composition from the gamma spectra of these 
materials [2], [3]. It has been developed at Los Alamos 

National Laboratory (USA) and it has been commercialized 
by ORTEC and Canberra. The version used in this study 
was 5.2, which has minor changes compared to ver-
sion 5.1 [4], which was used in the study on uranium [1].

The so-called parameter sets determine what FRAM ex-
actly does. They define the type of material (U, Pu, MOX) 
and the type of detector. They also contain information 
about the isotopes and gamma peaks to be analysed, 
peak fitting parameters, energy calibration, relative effi-
ciency constraints, etc. FRAM contains a number of de-
fault parameter sets built into the software, which cover 
a  large number of typical measurement configurations. 
However, users can also prepare modified or new parame-
ter sets to suit their specific measurement configuration. In 
this work we focused on parameter sets for plutonium.

More than 7000 high-resolution gamma spectra of various 
certified reference materials were taken by the ORTEC mi-
croDetective electrically cooled spectrometer under 
well-defined measurement conditions with different steel, 
cadmium and lead screens. These spectra were used to 
check the performance of FRAM v5.2 for determining the 
isotopic composition of shielded plutonium. In this paper 
the results calculated using different parameter sets are 
compared to each other and the influence of shielding 
thickness, measurement time and plutonium burn-up is 
discussed. This way the capabilities and limitations of 
FRAM became better understood.

2.	 Method and equipment

The ORTEC microDetective electrically cooled spectrome-
ter  [5] was used to record the gamma spectra. It has 
a high-purity coaxial germanium (HPGe) crystal of 50 mm 
diameter and 30 mm depth (length). The conversion gain of 
its amplifier was set to 0.125 keV/channel, to match the gain 
in the default FRAM parameter sets. The amplifier rise time 
was set to 3.4 μs, and flattop to 0.8 μs. (Note that for the 
uranium study [1] an older version of the ORTEC detective 
was used, having fixed settings, set in the factory.) The 
measured peak resolution (full with at half-maximum) was 
approximately 1.5 keV at 122 keV and 2.0 keV at 1001 keV.

A total of 8 Pu reference items from the “CBNM” [6] and “PI-
DIE” [7], [8], [9] sets were used in this study. Their isotopic 



3

ESARDA BULLETIN, No. 60, June 2020

Reference sample
Isotope

238Pu 239Pu 240Pu 241Pu 242Pu 241Am

CBNM Pu93
weight % 0.0117 93.4123 6.3131 0.2235 0.0395 0.1047
2s 0.00003 0.004 0.0039 0.0004 0.0003 0.0021

CBNM Pu84
weight % 0.0703 84.3377 14.2069 1.0275 0.3576 0.2173
2s 0.0006 0.0084 0.0085 0.0018 0.001 0.0022

CBNM Pu70
weight % 0.8458 73.3191 18.2945 5.4634 2.0772 1.1705
2s 0.0018 0.0098 0.0087 0.0034 0.0023 0.0117

CBNM Pu61
weight % 1.1969 62.5255 25.4058 6.6793 4.1925 1.4452
2s 0.0025 0.0283 0.0241 0.0087 0.0064 0.0144

Table 1: Isotopic composition of the “CBNM” reference samples in weight % with 2s absolute uncertainty for reference date 20.6.1986.

Reference sample Isotope
238Pu 239Pu 240Pu 241Pu 242Pu 241Am

PIDIE 1
weight % 0.01101 93.7650 5.99025 0.19920 0.0346 0.2304
2s 0.00033 0.0065 0.0052 0.00255 0.0015 0.0060

PIDIE 3
weight % 0.04716 84.5795 14.1442 0.9953 0.2338 0.6282
2s 0.00038 0.0094 0.0052 0.0036 0.0075 0.0151

PIDIE 5
weight % 0.1314 75.8862 21.2169 2.0638 0.7017 1.7488
2s 0.0011 0.0147 0.0115 0.0042 0.0015 0.0387

PIDIE 7
weight % 1.253 61.9848 25.5941 6.4919 4.6763 3.5287
2s 0.016 0.0420 0.0195 0.0132 0.0081 0.1111

Table 2: Isotopic composition of PIDIE reference samples in weight % (normalized to sum of Pu isotopes) with 2s absolute uncertainty for 
reference date 1.1.1988.

composition is shown in Table 1 and Table 2. The CBNM 
set consists of four sintered plutonium oxide pellets en-
cased in stainless steel and protected by a plastic cap. 
Each pellet in the CBNM set contains 6.65±0.06 g of PuO2. 
The items in the PIDIE set contain ca. 0.425g Pu in the form 
of a pressed PuO2 pellet in a welded steel container.

The spectra of each item were recorded using a tungsten 
collimator and combinations of Fe screens of up to 16 mm 
thickness, Cd screens up to 2 mm thickness and a Pb 
screen of 4 mm thickness. This means 5 shielding config-
urations for each sample (Table 3). The sample to detector 
distance was 10 cm. There were two exceptions meas-
ured at 20 cm. These were the configurations with the 
CBNM Pu61 source and low shielding (2 mm Cd with no 
Fe and 1 mm Cd with 4 mm Fe). These two configurations 
could not be measured at 10cm because the count rate 
was too high and it saturated the spectrometer.

CBNM PIDIE

Fe Cd Pb
Effective 

Fe Fe Cd Pb
Effective 

Fe

0 2 0 4 0 1.5 0 3

4 1 0 6 4 0.5 0 5

8 0.5 0 9 8 0 0 8

16 0 0 16 16 0 0 16

0 0 4 27 0 0 4 27

Table 3: Shielding thicknesses in mm. (“Effective Fe” is defined 
below.)

In Figure 1 the dependence of the dead time on the effec-
tive iron shielding thickness is shown for each sample. The 
total count rate ranged from about 200 cps (e.g. for PIDIE1 
with 4 mm Pb) to about 6000 (e.g. for CBNM 61 with 
2 mm Cd).

Figure 1: Dead time as a function of effective iron shielding. The 
two first points for CBNMPu61 have lower dead time than the 
third point in this series, because they were measured at a 20 cm 
distance, instead of 10 cm, to avoid saturating the detector.

In each of the 5 shielding configurations, for each sample 
192 spectra of 5 minutes real time were recorded (that is 
5x8x192=7680 spectra). Sum spectra of 15 minutes, 
90 minutes, 2 hours, 4 hours, 6 hours and 16 hours real 
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time were prepared from the 5-minute spectra. This gives 
a total of 11240 spectra, distributed into 7 sets according 
to their real time.

The spectra within each set are independent from each 
other. The sets are not independent from each other, be-
cause each set was prepared from the same base set of 
5-minute spectra. Therefore, comparing FRAM results ob-
tained with different sets shows the dependence of the re-
sults on the measurement time, without interference of 
other factors.

All spectra were analysed with 3 parameter sets, with and 
without the “autoanalysis” option:

•	Pu_Cx_120-460, no autoanalysis

•	Pu_Cx_180-1010, no autoanalysis

•	Pu_Cx_120-460, with autoanalysis

•	Pu_Cx_180-1010, with autoanalysis

•	det_coax_120_800_1_ecgs, no autoanalysis

The parameter sets Pu_Cx_120-460 and Pu_Cx_180-1010 
are defaults in FRAM v5.2, while det_coax_120_800_1_ecgs 

was provided to us by the IAEA. For the parameter set det_
coax_120_800_1_ecgs the auto analysis option is not appli-
cable. The numbers in the names of the parameter sets indi-
cate the energy range in keV used in the analysis. With the 
auto analysis option the analysis is repeated with another pa-
rameter set if during the first analysis certain criteria are met 
(e.g. ratio of selected peaks). This makes it possible, for ex-
ample, to automatically reanalyse spectra of shielded sam-
ples with a parameter set that uses the higher energy range.

Scripts written in the Python 3.6 programming language 
were used for

•	adding the spectra,

•	running FRAM on 11240 spectra with different parameter 
sets,

•	extracting the results of interest from the FRAM result files,

•	calculating performance indicators, such as relative bias, 
"MARD" and "CBD", defined below,

•	visualizing the performance of FRAM through the use of 
various graphs. The FRAM results plotter received 
a graphical user interface shown in Figure 2.

Figure 2: Screenshot of the FRAM results plotter
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Several quantities were calculated for the statistical inter-
pretation of the results.

•	Average relative bias (ARB):

o	 The systematic component of FRAM’s bias, or the 
expected accuracy of many (n) measurements. It can 
be either positive or negative.

•	Relative standard deviation (RSD):

o	 The random component of FRAM’s bias.

•	Combined average relative bias and relative standard 
deviation (CBD):

o	 The overall performance of FRAM, or the expected 
accuracy of a single measurement.

•	Mean absolute value of the relative difference (MARD):

o	 Similar to, but different from CBD. It also describes 
overall performance of FRAM, or the expected accura-
cy of a single measurement, but using it in error prop-
agation is not straightforward. Here it is only used for 
comparison with previous work on uranium [1].

All these quantities are calculated for each sample, for 
each shielding configuration for each measurement time. 
They are defined as follows:

Average Relative ias ARB

x x
x
n

i

n
i Ref

RefB = =

−
=∑ 1

,

Relative Standard Deviation =

= =
−( )
−

=∑RSD
x

x x

nAvg

i

n

i Avg1
1

1

2

 ,

Combined Bias and standard Deviation =

= = +CBD ARB RSD2 2 ,

Mean Absolute value of Relative

	 Difference MARD

x x
x
n

i

n i Ref

Ref= =

−
=∑ 1

,� (1)

where n is the number of spectra analysed (e.g. n=192 for 
the 5-minute spectra), xi is the value calculated by FRAM, 
xRef is the certified reference value and xAvg is the average 
of the FRAM results for the given measurement time and 

shielding configuration. For the 16 h spectra n=1, so RSD 
is not calculated for the 16 h spectra.

In this work all isotopic data (declared data and FRAM re-
sults) were decay-corrected to 1st January 2019 and all 
quantities were calculated for this reference date.

Two especially important variables used for plotting were 
the effective iron shielding and the statistical quality indica-
tor of the spectra. The effective iron shielding is the equiv-
alent shielding based on thickness of the shielding screens 
used and the mean values of the linear attenuation coeffi-
cients in the energy range 180-433 keV. It is calculated as:

  Effective iron shielding d d dFe
Cd

Fe
Cd

Pb

Fe
Pb= + + +

µ
µ

µ
µ

,� (2)

where dX, is the thickness of the Fe, Cd or Pb screens 
used and ∝X  is the average of 14 equidistant values of the 
linear attenuation coefficient of these materials in the ener-
gy range 180-433 keV. The values for linear attenuation 
coefficients were taken from the online NIST database [10].

For example, 4 mm of Pb corresponds to 26.8 mm effec-
tive iron shielding, while 2 mm of Cd corresponds to 
3.6 mm effective iron shielding, according to the above 
definition.

The indicator of the statistical quality of the spectra (“mag-
ic number”) is the inverse of the combined relative uncer-
tainty of the “magic peaks”:

  statistical indicator

i i

magic number""( ) =
∑
1

2δ
,� (3)

where δi  is the relative uncertainty of the ith peak and the 
sum goes over all magic peaks. The “magic peaks” are 
those peaks which are used in all parameter sets investi-
gated in this study. In particular, they were the peaks of 
239Pu, 241Pu and 241Am at 413.712, 208.000 and 
335.432 keV, respectively.

The statistical indicator depends on the following:

•	measurement time,

•	shielding,

•	sample activity

•	and isotopic composition.

Figure 3 shows the dependence of the statistical indicator 
(averaged over all shieldings and samples) on the mea-
surement time, for all investigated parameter sets.
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The statistical indicator also slightly depends on the pa-
rameter set, due to small differences in peak fitting. It in-
creases with measurement time, but for some samples 
(e.g. PIDIE1, which has low activity) its stays quite low even 
for long measurement times, especially in the case of thick 
shielding. As it will be seen later, "good" spectrum quality 
means that the value of this indicator is around 1 or 
above 1. Note that, although the isotopic composition of, 
e.g., CBNMPu61 and PIDIE7 is very similar, their activity is 
very different. Therefore, their statistical indicators are very 
different.

Three different types of plots were prepared from the cal-
culated statistical quantitates:

1.	 “Category plots”: The performance indicators (average 
relative bias, RSD, CBD and MARD) of the isotope ratios 
relative to 239Pu and of the 239Pu isotope fraction were cal-
culated for each configuration, each measurement time, 
each sample and each parameter set. These values were 
plotted as a function of various variables for all values of 
a selected category on a separate graph for each param-
eter set. For example, the dependence of 239Pu CBD on 
spectrum quality for each value of the declared 239Pu 
fraction is plotted on a separate graph for a given param-
eter set (Figure 14). This gives (5 configurations) x (7 dif-
ferent measurement times) x (8 samples) = 280 points on 
each “category plot”.

2.	 “Average plots”: To visualize FRAM’s performance in 
a more compact form, the average of the above quanti-
ties was calculated as a function of selected variables 
and all parameter sets were plotted on the same graph. 
For example, the 239Pu average CBD as a function of sta-
tistical quality of the spectra (Figure 13) plotted on the 
same graph for all parameter sets. In this case the num-
ber of points on the graph depends on the number of dif-
ferent values that the independent parameter may take.

3.	 “Grand average plots” (bar charts)”: To have an even 
more compact comparison of the parameter sets, the 
grand averages of all the values of selected quantities 
calculated by a given parameter set were plotted on 
a bar chart. An example is the bar chart showing the 
grand average of the 241Pu CBD for all parameter sets 
(Figure 6).

These plots demonstrate the performance of the different 
FRAM parameter sets for different situations and might be 
used for improving the parameter sets.

3.	 Results

3.1	 General comments on the results

The presentation of the results starts by comparing the pa-
rameter sets using the grand average plots for each inves-
tigated quantity, and then goes into more detail using the 
average plots. There is no separate section for category 
plots, but category plots are present in Figure 14 and Fig-
ure 16, to better illustrate some conclusions from the aver-
age plots.

The results for 242Pu were not investigated in this work, be-
cause 242Pu cannot be directly obtained from the gamma 
spectrum and empirical correlations have to be used. The 
discussion of these empirical correlations will be the subject 
of further work. That is why only isotope ratios to 239Pu are 
studied in this work, and not the ratios to total Pu, because 
the ratios to total Pu are affected by the calculation of 242Pu. 
Nevertheless, due to its importance for safeguards, the ratio 
of 239Pu to total Pu is also presented in this work. The 239Pu 
results obtained in two different ways are shown: using the 
default 242Pu correlation in the FRAM parameter set, and 
also by using the declared 242Pu content.

�

Figure 3: Left: statistical quality of the spectra ("magic number") averaged over all shieldings and samples as a  function of real 
measurement time, for all investigated parameter sets. Right: statistical quality of the spectra ("magic number") as a function of real 
measurement time for all samples calculated using the parameter set Pu_Cx_120-460 with auto analysis turned on.
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�

Figure 4: The CBD as a function of MARD for 239Pu (left) and for the 238Pu/239Pu ratio right, for all investigates parameter sets.

Figure 5: The grand average of 239Pu/Pu mass fraction relative bias and CBD for all parameter sets, The upper plots show the results 
using the algorithm for 242Pu calculation built in into the parameter sets, while the lower plots show the results using the (decay-corrected) 
declared 242Pu.
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In certain situations FRAM reports zero for some isotope 
ratios. Those results are removed from the averages pre-
sented in the graphs.

As the MARD used in previous work is no longer used 
here for the presentation of the results, it is worth to com-
pare it to the CBD, which is used instead of it. The MARD 
and the CBD are mathematically NOT equivalent, but if all 
the biases are positive, then for large n (number of spec-
tra) the values of the MARD and CBD are very close to 
each other. This is demonstrated in Figure 4, where the 
CBD for 239Pu and for the 238Pu/239Pu ratio are plotted as 
a function of MARD.

3.2	 Overall FRAM performance

To investigate overall FRAM performance, the grand aver-
age plots are best suited. They are supplemented with 
some average plots to explain in more detail the conclu-
sions drawn from the grand average plots.

For the 239Pu fraction the lowest grand average bias and 
the lowest grand average CBD are achieved using the 
parameter set det_coax_120_800_1_ecgs (Figure 5). This 
is true regardless of whether the built-in 242Pu correlation 
or the declared 242Pu values are used in the calculation. 
For mass ratios the best results are achieved with the 
two default parameter sets used in “autoanalysis” mode, 
and not with the det_coax_120_800_1_ecgs (Figure 6). 
These two observations seem to contradict each other. 
To resolve this seeming contradiction one has to notice 
two things:

•	The 239Pu biases with the parameter set det_
coax_120_800_1_ecgs are both positive and negative, 

while with the default parameter sets they are mostly 
positive (except a few points) as seen on Figure 7. This 
way  t h e  i n d i v i d u a l  2 3 9Pu  b i a s e s  f o r  d e t _
coax_120_800_1_ecgs cancel out, while for the other 
parameter set they do not, so the grand average is the 
lowest for det_coax_120_800_1_ecgs.

•	From Figure 7 one can also see that the 239Pu bias is 
correlated to the 240Pu/239Pu bias. For other mass ratios 
there is no such evident correlation. This is understand-
able, as 240Pu is the second most abundant isotope af-
ter 239Pu in all samples. This means that parameter sets 
which have lower absolute bias for 240Pu/239Pu will also 
have lower bias for 239Pu. The correlation between the 
239Pu bias and 240Pu/239Pu bias is not linear: even 
a small negative bias of 240Pu/239Pu leads to a high 239Pu 
bias, while relatively large positive 240Pu/239Pu biases 
lead to relatively low 239Pu biases. For the parameter 
set det_coax_120_800_1_ecgs the 240Pu/239Pu biases 
are mostly positive, leading to small 239Pu bias.

Therefore, the above points explain why from all investi-
gated parameter sets the set det_coax_120_800_1_ecgs 
gives the lowest bias for the 239Pu fraction, despite not 
giving the best results for the isotope ratios.

The above points also show that, to improve the results 
for 239Pu, one should concentrate on improving the re-
sults for 240Pu/239Pu.

The grand average relative bias and CBD of the mass ra-
tios relative to 239Pu are shown for all parameter sets in 
Figure 6.
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Figure 6: The grand average of the relative bias and CBD of the mass ratios for all parameter sets
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Figure 7: The average relative bias of the 239Pu fraction as a function of the bias of the individual mass ratios, calculated using the 242Pu 
correlation built in into the parameter sets. The plots calculated using the declared 232Pu value are very similar.

3.3	 FRAM performance in more detail

The “average plots” show the dependence of a selected 
quantity as a function of a measurement parameter, aver-
aged over all identical values of that parameter in all 
spectra for which the selected parameter has the same 
value. For example, one of the points on an average plot 
can be the average of all spectra for which the effective 
shielding thickness is 16 mm, for all measurement times, 
for a given parameter set. The average depends on the 
grouping: e.g. grouping according to shielding, grouping 
according to spectrum quality, or grouping according to 
any other quantity. The parameters (groupings) investigat-
ed here are the shielding thickness and spectrum statisti-
cal quality.

3.3.1	 Dependence of FRAM performance on spectrum 
statistical quality

The dependence of the CBD of the mass ratios on spec-
trum quality is shown in Figure 8. The relationship between 
FRAM’s reported uncertainty and spectrum quality is 

demonstrated in Figure 9 to Figure 12. The CBD of 239Pu/
Pu mass fraction is shown in Figure 13 and Figure 14.

The measurement uncertainty is related to the spectrum 
quality. The counting uncertainties reported by FRAM for 
the mass ratios are shown in Figure 9 as a  function of 
spectrum statistical quality. To illustrate how the CBD and 
RSD are related to the counting uncertainty Figure 10 to 
Figure 12 show the RSD, CBD and average bias for the 
240Pu/Pu mass ratio, as a function of the reported counting 
uncertainty. These figures confirm that the counting uncer-
tainty reported by FRAM mostly covers the calculated 
RSD, as long as one considers “reasonable” measure-
ments, with good spectrum quality leading to uncertainties 
below approximately 60%. The CBD is slightly higher than 
the reported counting uncertainty, due to the bias of the 
results. The bias can be accounted for in the FRAM pa-
rameter sets by adding a constant systematic uncertainty 
term. Unfortunately, the bias is not constant and depends 
on the measurement uncertainty (that is, on spectrum 
quality), as illustrated in Figure 11.
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Figure 8: Average-plots of the CBD of the mass ratios as a function of statistical quality of the spectra. Left: entire range. Right: zoomed-
in to higher spectrum quality.
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Figure 9: Average uncertainty of the mass ratios reported by FRAM, as a function of spectrum statistical quality

	

Figure 10: RSD and CBD of the 240Pu/Pu ratio as a function of the reported counting uncertainty

	

Figure 11: Average relative bias of the 240Pu/Pu ratio as a function of the reported counting uncertainty. Left: entire plot. Right: zoomed-in 
to lower biases.
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Figure 12: RSD and CBD of the 240Pu/Pu ratio calculated using the parameter set det_coax_120_800_1_ecgs_noAuto, as a function of 
the reported counting uncertainty, for each value of the real time

	

	

Figure 13: Average plot of the CBD of 239Pu fraction as a function of statistical quality of the spectra: entire range (left) and zoomed-in to 
higher spectrum quality (right). The upper plots show the results using the algorithm for 242Pu calculation built in into the parameter sets, 
while the lower plots show the results using the (decay-corrected) declared 242Pu.

The average plots of the CBD of the mass ratios relative 

to 239Pu as a function of statistical quality of the spectra 
show that all parameter sets give very bad results for low 
spectrum quality (meaning short measurement time and/
or low sample activity and/or thick shielding). If the statis-
tical indicator is above 1, then for most parameter sets 
the average CBD of 238Pu/239Pu becomes lower than 
20%, the CBD of 240Pu/239Pu lower than 15%, the CBD of 
241Pu/239Pu lower than 10 % and the CBD of 241Am/239Pu 
lower than 5 %. The CBD for Pu_Cx_120-460_noAuto 
and sometimes for det_coax_120_800_1_ecgs_noAuto is 
relatively high even for good spectrum quality. The rea-
son is that these two parameter sets make use of the 

lower energy lines, which for shielded samples have high 
uncertainties even if the overall spectrum quality is rela-
tively good.

The CBD of the 239Pu/Pu fraction for good quality spectra 
is lower than 10 % for most parameter sets. However, 
Figure 13 shows two distinct groups of points: the points 
denoting higher CBD belong to high-burnup Pu (lower 
239Pu fraction), while the lower CBD belongs to low-bur-
nup Pu. This is confirmed by Figure 14, showing the de-
pendence of 239Pu CBD on spectrum quality for each val-
ue of the declared 239Pu fraction (a “category plot”) for the 
parameter set det_coax_120_800_1_ecgs.
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Figure 14: Dependence of 239Pu CBD on spectrum quality for each value of the declared 239Pu fraction (a “category plot”) for the 
parameter set det_coax_120_800_1_ecgs. The left plot shows the results using the algorithm for 242Pu calculation built in into the 
parameter sets, while the right plot shows the results using the (decay-corrected) declared 242Pu.

3.3.2	Dependence of FRAM performance on shielding

The best results for the mass ratios are mostly obtained 
between 4-10 mm of effective iron (Figure 15). For effective 

iron shielding of 27 mm (i.e. a 4 mm sheet of Pb), the 
mass ratios calculated by the parameter sets that rely on 
lower energy peaks are biased by a few orders of magni-
tude, because in this case the low energy peaks cannot 

be reasonably analysed.

Contrary to the mass ratios, the results for the 239Pu frac-
tion are the best for the lowest shielding thickness (Figure 
16). For all other shielding thicknesses the 239Pu results are 
biased between about 2 and 5 % for all parameter sets. 
The 239Pu fraction is calculated from the mass ratios, so 
why are the 239Pu results best for the lowest shielding, 
when for the mass ratios the best results are obtained be-
tween 4-10 mm shielding? This is explained in the next 
paragraph.

Notice that 240Pu/Pu, which has the strongest influence on 
239Pu, has a small positive bias for the lowest shielding. As 
discussed in section 3.2 about grand average plots, a pos-
itive bias in 240Pu/Pu leads to a small bias in 239Pu, while 
a negative bias in 240Pu/Pu leads to a  large 239Pu bias. 
Therefore, out of the available results, the best 239Pu re-
sults are those for which 240Pu/Pu has a small positive 
bias.

In Figure 16 there are two distinct sets of points for each 
parameter set, just like in Figure 13 and Figure 14. The ex-
planation for having these two groups is given by the “cat-
egory plot” on the right of Figure 16 showing the 239Pu rel-
ative bias as a function of effective iron shielding, for all 
values of the declared 239Pu for the parameter set Pu_
Cx_180-1010 with auto analysis turned on. On the right we 
see that the points with higher burnup (lower 239Pu) have 
higher bias, resulting in the distinct groups on the left.
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Figure 15: The average relative bias of the mass ratios as a function of effective iron shielding thickness: entire range (left) and zoomed-in 
to lower shielding values (right). Some points overlap, and that is why for some shieldings less than 5 points are visible. For example, 
Pu_Cx_180-1010 and Pu_Cx_180-1010_auto overlap for the highest shielding, because auto analysis always gives the final result using 
Pu_Cx_180-1010 in case of such thick shielding.
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Figure 16: Top left: Average relative bias of the 239Pu fraction as a function of effective iron shielding thickness for all parameter sets. Top 
right: Average relative bias of the 239Pu fraction as a function of effective iron shielding, calculated using the parameter set Pu_Cx_180-
1010 with auto analysis turned on, categorized according to the value of the declared 239Pu. Bottom left and bottom right: the same as 
above, but using declared 242Pu values.

3.4	 When FRAM analysis fails

In some situations, especially for low quality spectra and 
for thick shielding, FRAM is not able to calculate one or 
more mass ratios and reports a zero for that mass ratio. 
The spectra for which FRAM gives a zero result were not 
included in the averages. Figure 17 shows the number of 
spectra for which a given parameter set failed to calcu-
late a given mass ratio, that is, reported a zero result. Fig-
ure 18 shows the average number of zeros as a function 
of statistical quality.

From Figure 6 to Figure 16 one can see that for good 
quality spectra the best results for the various mass ra-
tios are reported by the one of the two default parameter 

sets Pu_Cx_120-460 and Pu_Cx_180-1010 with auto 
analysis turned on. However, in case of low spectrum 
quality the default parameter sets often fail (i.e., report 
zero mass ratio) and in that case the parameter set det_
coax_120_800_1_ecgs, which uses simultaneously the 
high and low energy region, provides the optimum re-
sults, as seen on Figure 17 and Figure 18.

As mentioned above, and as shown in Figure 18, FRAM 
failures happen with low quality spectra. Most FRAM fail-
ures happen with the 5 minute spectra and PIDIE sam-
ples as illustrated in Figure 19, showing, as an example, 
the average number of zeros for the 238Pu/239Pu ratio.
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Figure 17: The sum of zeros (failures), out of 11240 analysed spectra, for the various mass ratios for different parameter sets. For 241Am 
FRAM never fails with zero results.



18

ESARDA BULLETIN, No. 60, June 2020

	

	

Figure 18: The average number of zeros of the various mass ratios as a function of statistical quality of the spectra, for all parameter sets

	

Figure 19: Average number of zeros for the 238Pu/239Pu ratio, as a function of real time (left) and sample name (right).
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4.	 Conclusion

The auto analysis option significantly improves the perfor-
mance of the default parameter sets Pu_Cx_120-460 and 
Pu_Cx_180-1010, especially in the case of lower quality 
spectra. This option enables FRAM to distinguish, e.g., 
shielded and unshielded samples and automatically re-
analyse the spectrum using a parameter set that is better 
suited for the particular setup.

For the mass ratios relative to 239Pu the default parameter 
sets (with auto analysis on) provide similar results, better 
than the set det_coax_120_800_1_ecgs. However, for the 
239Pu fraction the set det_coax_120_800_1_ecgs is superi-
or to both default sets.

FRAM results heavily depend on the statistical quality of 
the spectra, as expected. A statistical indicator, called the 
“magic number”, was used in this work to measure the 
statistical quality of the spectra. If this number is below 1, 
then the bias of the results can go up several orders of 
magnitude, especially for the 238Pu/239Pu mass ratio. For 
some of the measured samples the “magic number” does 
not go above 1, even for long measurement times and thin 
shielding, due to their low activity.

To improve the results for the 239Pu fraction, it would be es-
sential to improve the calculation of the 240Pu/239Pu ratio. 
Another step forward could be to create parameter sets 
accompanying the set det_coax_120_800_1_ecgs, in or-
der to benefit from the possibilities offered by auto 
analysis.

These conclusions are valid for very old (>20 years), pure 
Pu samples. The extension of the studies to 1-2 years old 
MOX samples is planned.
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Abstract:

The radioactive nuclear waste produced in the past 
decades contains many significant quantities of plutonium, 
one of the key ingredients for manufacturing nuclear 
weapons. For the first few hundreds of years after 
discharge, the dominant radioactivity of the waste comes 
from long-lived beta-decaying elements, in particular 90Sr 
and 137Cs. In this paper, we discuss the prospects of 
safeguarding long-term geological nuclear waste 
repositories by detecting the low-energy antineutrinos 
emitted via beta-decays. We investigate whether these 
antineutrino measurements could be carried out with time 
projection chambers, for example using liquid argon. In 
contrast to the typical scintillation or water-Cherenkov 
detectors, this emerging technology  could  detect 
antineutrinos even below the inverse beta decay kinematic 
threshold, i.e. the typical energy range for radioactive 
waste emissions. Furthermore, due to their imaging 
properties, time projection chambers could also provide 
directional ity information which may be used for 
background rejection and potentially also for indicating if 
and where a certain amount of nuclear waste has been 
diverted. We present a first feasibility study for employing 
liquid-argon detectors  for safeguarding geological 
repositories. We consider a realistic repository layout as 
a study case and evaluate the detector performance in this 
context, from first principles.

Keywords: radioactive waste; geological repositories; 
safeguards; antineutrino detection

1.	 Introduction

As nuclear programmes become older, safeguarding the 
radioactive waste becomes more important.

The International Atomic Energy Agency (IAEA) evaluated 
that the global cumulative amount of spent fuel (SNF) was 
approximately 380,500 tonnes heavy metal at the end of 
2014 [1]. Furthermore, based on the output of the 438 re-
actors in operation in 2014, the IAEA estimated that about 
10,000 tonnes of spent fuel are discharged every year. 
This implies that, presently, more than 430,000 tonnes 
spent fuel are stored around the world.

The typical spent nuclear fuel composition depends on the 
reactor burnup. Table 1 shows the evaluated composition 
of SNF extracted from a light-water reactor considering 
a burnup of 50GWd/t [2]:

Material Relative 
amount

Uranium (< 1% 235U, mostly 238U) 93.4%

Fission products (129I, 90Sr, 135Cs, etc.) 5.2%

Plutonium 1.2%

Minor actinides (237Np, 241Am, 243Cm, etc.) 0.2%

Table 1: Typical isotopic composition of spent nuclear fuel [2]

The Institute for Science and International Security esti-
mated that, at the end of 2014, the amount of civilian irra-
diated (i.e. present in spent fuel) and unirradiated (directly 
usable for nuclear weapons) plutonium was approximately 
2,400 tonnes, increasing by approximately 50 tonnes per 
year [3]. A breakdown of the civil plutonium stocks per 
country at the end of 2014 is given in Fig. 1. The amount of 
irradiated plutonium is several factors larger than the unir-
radiated quantity. While the unirradiated plutonium is more 
susceptible for proliferation, also spent fuel could in princi-
ple be diverted to separate the plutonium.
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Figure 1: The amounts of irradiated and unirradiated plutonium 
held per country at the end of 2014. [3]

The spent fuel will eventually need to be stored in permanent 
geological repositories, which require safeguards to prevent 
diversion. In conceptualizing safeguards options, the IAEA 
currently focuses on the “early detection of unauthorized 
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movement of fissile material” [4] which could occur in the 
form of e.g. unexpected excavations. Thus, the envisioned 
monitoring techniques include: (i) site inspections, (ii) aerial 
photography, (iii) satellite imagery and (iv) microseismic 
surveys [4].

A different approach that should be examined is the poten-
tial use of antineutrino monitoring in this context. If operated 
continuously, it could be a new tool for Continuity of Knowl-
edge, providing redundancy to the foreseen containment 
and surveillance measures. A change in the antineutrino 
flux, once detected, serves as clear, difficult to fake evi-
dence of clandestine material diversion. Furthermore, it 
could be used in a re-verification context, by comparing the 
detected antineutrino rate and spectra to what would be ex-
pected, either from measurements before the loss of Conti-
nuity of Knowledge, or from results of a repository simula-
tion model built from information provided in the inventory 
declaration. Even a rough estimate of the potential diversion 
region may be possible.

In this paper, we discuss the potential use of antineutrino 
monitoring by presenting first results of a feasibility study 
that focuses on imaging detectors, which may provide sig-
nificant advantages compared to other detector types. The 
paper is organized as follows: in section 2, we discuss the 
main properties of the antineutrinos emitted by the radioac-
tive waste and the need for new detection techniques. The 
potential way forward, i.e. time projection chamber detec-
tors, is presented in section 3 with a focus on liquid-ar-
gon-filled detectors. The first results of our feasibility study 
are summarised in section 4.

2.	 Antineutrinos for Monitoring Geological 
Repositories

The concept of antineutrino monitoring of spent nuclear fuel 
has been proposed by Brdar et al. [5]. In the first few hun-
dreds of years, the dominant radioactivity of the waste 

stems from the beta-decaying fission products. While many 
isotopes have rather short half-lives (in the order of several 
hours or a few days), in particular 90Sr (T1/2 = 28.78 years) 
and 137Cs (T1/2 = 30.17 years) contribute also decades later.

Due to their weakly interacting nature, with cross-sections 
lower than 10-38 cm2, the antineutrinos escape even large 
amounts of shielding and can propagate through the geo-
logical structures surrounding the repository. There is no 
means to deflect the antineutrinos’ trajectories. At the 
same time, the prospects of using antineutrino measure-
ments in a safeguards context will be analysed here in 
view of the potentially long measuring times due to their 
low cross-sections.

2.1	 Properties of Antineutrino Emissions from 
Radioactive Waste

To evaluate the antineutrino emissions from radioactive 
waste, the operation of a pressurized water reactor (PWR) 
was simulated with SERPENT 2 [6], a Monte Carlo neutron 
transport and burnup calculation code. The reactor model 
was based on the description given in [7] and it was imple-
mented with an enrichment of 4% and burnup of 33 MWd/kg.

Antineutrino emission spectra (Fig. 2) were computed at 
seven different time steps between 100 and 500 years 
from the considered moment of discharge by summing 
over the spectra for each beta-decaying nuclide.

As can be seen, the antineutrino emissions have a low en-
ergy range, i.e. from a few eV up to approximately 4.3 MeV. 
This constitutes a challenge for the antineutrino detection, 
since typical reaction cross-sections decrease at lower en-
ergies. However, it can also be observed that, even after 
more than 200 years since discharge, a significant number 
of antineutrinos, i.e.  (1012) for energies integrated below 
2.3 MeV, are still emitted.

Figure 2: Antineutrino emission spectra from one fuel assembly of a simulated PWR reactor with a burnup of 33 MWd/kg and enrichment 
of 4% computed at seven different time intervals from the simulated discharge [8].
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2.2	 Motivation for New Antineutrino Detection 
Methods in the Safeguards Context

The use of antineutrino measurements for monitoring pur-
poses has already been considered in the case of nuclear 
reactors, i.e. for determining reactor shut-down periods or 
estimating the plutonium content in the core. Since anti-
neutrinos interact only weakly, the detector must provide 
a large mass and a high target density to achieve a rea-
sonable detection time. Two research projects in this con-
text are WATCHMAN [9] and CHANDLER [10].

In both the WATCHMAN and CHANDLER detectors (a wa-
ter-Cherenkov and scintillation detector, respectively), the 
anti-neutrinos interact with the sensitive material by means 

of the inverse beta decay (IBD) reaction: νe p e n+ → ++ , 
which is characterised by a kinematic threshold: it can only 
occur for antineutrino energies Eν larger than 1.8 MeV. As 
can be seen from Fig. 2, relying exclusively on the IBD reac-
tion, one could detect less than 20% of the antineutrinos 
coming from the described radioactive waste. Consequent-
ly, a sensitive material which would enable antineutrino re-
actions without an intrinsic energetic threshold would be 
desirable.

Furthermore, for safeguards purposes, a directionality ca-
pability would be helpful, especially since the antineutrino 
emission rate decreases with time: reconstructing the in-
coming direction of the antineutrino emissions could be 
used for background rejection and potentially also for indi-
cating where a certain amount of nuclear waste has been 
diverted. While not impossible, it is very challenging to ob-
tain directionality information from the IBD reaction – a large 
number of detected events ( (103)) is required to locate the 
source with an angular resolution of a few degrees [11].

Recently, as the interest in the field of fundamental neutrino 
research is gradually encompassing the lower energy range 
of solar and supernova antineutrinos, new detection meth-
ods are proposed and/or prototyped. Antineutrino detectors 
based on time projection chambers filled with liquefied no-
ble gases or organic-liquid scintillators seem to be particu-
larly promising.

3.	 Time Projection Chambers for Antineutrino 
Detection

The idea of using time projection chambers (TPCs) with no-
ble gases for neutrino detection was first proposed by Carlo 
Rubbia in 1977 [12]. It is only in the last decade that TPC 
prototypes have been realised and tested in the field of fun-
damental neutrino physics and dark matter detection.

3.1	 Fundamentals of TPCs

The TPCs considered for antineutrino detection typically 
consist of a large volume of liquefied noble gas like argon 
or xenon. Argon constitutes approximately 1% of Earth’s 

atmosphere, especially the 40Ar isotope with an abun-
dance of 99.6%, it is usually cheap to produce (and to liq-
uify) and it is commercially available. The volume is en-
compassed by a high-voltage cathode on one side and an 
anode on the opposite surface which also contains several 
read-out wire planes. The uniform electric field realised be-
tween the cathode and the anode planes typically has 
a strength of 500 V/cm. To be liquid, the noble gas must 
be cooled to a very low temperature, e.g. 87K (-186.15° C) 
in the case of argon. More recently, organic-liquid scintil-
lating materials like tetramethylsilane appear to be very 
promising, especially since they can operate at room 
temperature.

When an (anti-)neutrino interacts via charged or neutral 
current exchange with an atom in the sensitive material, i.e. 
either with the electrons or the nucleus itself, the emergent 
particles ionise and excite further atoms along their trajec-
tory. The emitted free electrons drift in the liquid, under the 
force of the electric field, until they reach the read-out 
wires, in which they generate small currents. The wires are 
placed at very close distance to each-other, e.g. 3-5 mm, 
and constitute a very dense net. To obtain multi-dimen-
sional information about the charged particles’ tracks, sev-
eral wire planes can be used, placed under different an-
gles with respect to each other. In addition, the excited 
atoms also emit scintillation light which can be measured 
with photosensors (PMTs). The light signal can be used to 
trigger the signal acquisition. Liquid argon is an excellent 
scintillator, providing approximately 4×104 photons per 
MeV [13].

Thus, one of the main benefits of using time projection 
chambers stems directly from their mode of operation: un-
like water or scintillator detectors, they are imaging detec-
tors – providing a three-dimensional reconstruction of the 
tracks left by the charged particles emerging from an anti-
neutrino interaction. It enables a reconstruction of the anti-
neutrino energy and its incoming direction on an event-by-
event basis, which is helpful for background rejection.

TPCs filled with an organic-liquid scintillator that can oper-
ate at 15-20°C would be well suited for monitoring geolog-
ical repositories since they require no additional cryogenic 
infrastructure. However, more research and development 
work are required to demonstrate the feasibility and per-
formance of these proposed sensitive materials.

In contrast, liquid-argon-based detectors (LArTPCs) re-
quire cooling but have already been built and tested in fun-
damental physics experiments like, e.g. ArgoNeuT [14] and 
MicroBoone [15]. Furthermore, they are considered for 
large-scale neutrino fundamental research experiments 
like DUNE [16]. Consequently, we will focus on liquid-argon 
TPCs in the rest of this paper.
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3.2	 Antineutrino Interactions in Liquid-Argon

In the standard water-Cherenkov or organic-scintillator-
based detectors, antineutrinos mostly interact by means 

of the inverse beta decay process: νe p e n+ → ++ . How-
ever, since there are no free protons available in liquid ar-
gon, this reaction cannot take place. The analogous re-
action in liquid argon is the charged current absorption: 

νe e+ → ++40 40Ar Cl*. However, its energy threshold in the 
case of antineutrinos is even higher: Eν > 7.5 MeV, which 
makes it unfeasible for the antineutrino energy range rele-
vant for safeguarding geological repositories (cf. Fig. 2).

In the elastic scattering reaction, the anti-neutrino scatters 

off electrons of the argon atoms: ν νe e+ → +− −e e . This re-
action is very important since, unlike IBD, it can provide 
the desired directionality information directly: the energy of 
the incoming antineutrino is usually larger than the rest 
mass of the electron, therefore, the latter carries away 
most of the antineutrino momentum and its direction is 
correlated to that of the incoming antineutrino.

Figure 3: The energy-dependent antineutrino cross-sections f or 
the elastic scattering and IBD reactions, based on the analytical 
calculations described in [17] and [18], respectively.

However, the cross-section of the elastic scattering reac-
tion is about two orders of magnitude lower than the one 
of IBD, as can be seen from Fig. 3. This clearly poses 
a detection challenge and is somewhat compensated by 
the higher target density provided by the liquid-argon. 
Nevertheless, it can also be seen that the reaction is kine-
matically allowed for the entire energy range relevant for 
the antineutrino emissions from radioactive waste.

A second reaction that can occur in liquid argon is the co-
herent elastic neutrino-nucleus scattering (CEνS). It occurs 
via weak neutral current and essentially refers to antineutri-
nos being scattered off entire argon nuclei. The cross-sec-
tion of this reaction in liquid argon is expected to be ap-
proximately of the order of  (10-38) cm2, i.e. about three 
orders of magnitude higher than the IBD cross-section. 

The CEνS cross-section is presently being measured by 
experiments such as e.g. COHERENT [19]. Despite the 
high cross-section, the recoil energy of the nucleus is very 
low, in the order of a few tens of keV, and it remains to be 
seen whether this reaction is detectable at all in a LArTPC. 
Consequently, the CEνS interaction is not taken into ac-
count in the present study. Thus, the antineutrino elastic 
scattering off the electrons in the argon atoms is the inter-
action considered in the following.

Liquid argon (40Ar) provides a target density comparable to 
water and scintillator materials, e.g. like the one used for the 
KamLAND neutrino detector [20]. Table 2 shows a compar-
ison of several sensitive materials in terms of the number of 
expected events in 80 tonnes of material. For this compari-
son 500 tonnes of spent nuclear fuel (SNF) with a cooling 
time of 100 years have been considered and treated as 
a point source for the antineutrino emissions. A distance of 
50 m between the detector and the emissions’ source was 
assumed. Furthermore, only two signal interactions were 
considered: the elastic scattering off electrons in liquid ar-
gon and the inverse beta decay reaction for water and the 
scintillator materials, respectively. The reaction cross-sec-
tions and the expected number of targets in the sensitive 
material volume have been computed accordingly. For each 
material, a detection time of 100 days was assumed.

Detector type Nr. Events in 80 t and 
100 days 

LArTPC 128

Water-Cherenkov 93

Scintillator (KamLAND [20]) 204

Table 2: Comparison between liquid argon and other typical 
antineutrino sensitive materials in terms of the expected number 
of SNF antineutrino events in 80 tonnes of material. The 
computation assumes the SNF is 100 years old. The relatively 
high target density of liquid argon compensates the lower elastic 
scattering cross-section. The main advantage of the LArTPC 
technology, however, remains its directionality capability.

4.	 Prospects for Safeguarding Geological 
Repositories with Liquid-Argon Detectors

To evaluate the feasibility of monitoring or re-verifying long-
term geological repositories by measuring antineutrino 
emissions with liquid-argon detectors, a study case was 
defined. Four storage areas in the eastern region (“Ost 5”, 
“Ost 6”, “Ost 7” and “Ost 8”) of the proposed “B1” layout 
for the planned repository in Gorleben, Germany were 
considered [21]. Presently, Gorleben is no longer regarded 
as a potential location for a long-term geological repository 
and the scientific investigations were stopped in 2012. 
Nevertheless, the initial studies were detailed enough to 
form the basis for a simulation of the repository.

The study case repository comprises 1120 containers with 
10 fuel assemblies each. While the different ages of the fuel 
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assemblies were correctly taken into account, we assumed 
that only fuel assemblies from pressurised water reactors 
with 55 MWd/kg burnup are stored. This is a simplification, 
as a detailed model is beyond this paper’s scope. The B1 
repository layout foresaw that the storage caverns would be 
located at a depth of 870 m [21]. In the study case, it was 
envisaged that the antineutrino detector would be placed at 
the same depth as the repository, but 100 m away from the 
nearest containers and completely decoupled from the rest 
of the repository, i.e. in a cavern of its own. In view of the 
transport and deployment requirements, it was considered 
that the antineutrino detector would have the dimensions of 
a regular shipping container. 80 tonnes of liquid-argon con-
stitute about 70% of the volume, while the remaining 30% 
are necessary for the thermal insulation which enables the 
argon to be maintained in a liquid form. For the preliminary 
evaluation discussed here, it was assumed that the entire 
sensitive volume is fully instrumented and that the detection 
efficiency is 100%.

4.1	 Expected Detection Rate

The detection rate in the liquid-argon detector considered 
for the study case was calculated according to: 
N E E T Eν ν ν ν νσ( ) = ( ) ⋅ ⋅ ( )Φ , where Φν  is the energy-de-
pendent antineutrino flux at the location of the detector, T is 
the number of targets in the detector active volume and s is 
the differential cross-section for elastic scattering shown in 
Fig. 3. The antineutrino flux is expressed as the number of 
emissions per second and per cm2 and it takes into account 
the distance between the detector and the emissions’ 
source. The number of targets T was computed based on 
the target density expressed in number of electrons per 
cm3. The detection rate was then scaled up to the detector 
size.

Table 3 shows the antineutrino detection rate for different 
times after 2020. For this study, an optimistic detection ef-
ficiency of 100% has been assumed since the efficiency of 
the LArTPC technology in the low energy range is present-
ly being investigated.

Time elapsed since 
2020 [years]

Number of antineutrino 
events detected 
within 3 months

100 1116

125 615

150 339

175 187

200 103

225 57

500 < 1

Table 3: Total detection rates of the antineutrino emissions 
(without background), based on a  study-case layout of 
a  geological repository comprising 11200 fuel assemblies of 
different ages and with a burnup of 55 MWd/kg. [8]

It can be seen from Table 3 that the expected detection 
rate diminishes significantly with time, as the amount of 
beta-decaying isotopes present in the radioactive waste 
decreases. Nevertheless, the number of observed anti-
neutrinos is above 100 even after year 2220.

The background reduction efficiency was optimistically as-
sumed to be 100% in this preliminary study. The largest 
background contributions stem from the solar neutrinos 
(120 counts per day in an 80 t LArTPC) and the cosmo-
genics, i.e. beta-decaying elements produced in detector 
materials via spallation induced by high-energetic cosmic 
muons (39 counts per day). This estimation is based on 
[22], [23] and it assumes an overhead of 4300 meters wa-
ter equivalent. The expected number of background 
events will vary based on the depth and the geology of the 
specific repository location.

In this preliminary evaluation, the expected number of 
background events is almost a factor 10 larger than the 
number of signal events. To obtain a signal-to-noise ratio 
larger than 1, we estimate that the background reduction 
should have an efficiency of at least 92%. Methods of 
background reduction like e.g. using the directionality in-
formation to eliminate solar neutrinos and using a muon 
veto to reduce the cosmogenic background form the sub-
ject of our future research.

To understand the significance of the obtained detection 
rates, potential diversion scenarios were analysed.

4.2	 Diversion Scenario

We assume that x % of the amount of radioactive waste 
was covertly diverted from the repository. At the same 
time, different data-taking times up to 24 months of contin-
uous measurements were considered. The time required 
to detect a diversion of x % from the amount of radioactive 
waste with a certain confidence level was evaluated by hy-
pothesis testing (the detection rate follows a Gaussian dis-
tribution, with a known standard deviation due to Poisson 
statistics).

The scenario was evaluated for two different times: year 
2120 (Fig. 4) and year 2220 (Fig. 5).

It can be seen from Fig. 4 that, in year 2120, a 4% diver-
sion can be detected with 95% confidence after about 
12 months of data-taking. As expected, after another 
100 years, the antineutrino detection rates decrease such 
that approximately a 14-15% diversion can be detected at 
a 95% confidence level.
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Figure 4: Results of the diversion hypothesis testing assuming that data-taking occurs in year 2120. The colour code shows the 
confidence level of the detection expressed in standard deviations. The dotted red line marks the detection time of 12 months.

 

Figure 5: Results of the diversion hypothesis testing assuming the data-taking occurs in year 2220. The colour code shows the 
confidence level of the detection expressed in standard deviations. The dotted red line marks the detection time of 12 months.

The detection times can be reduced by choosing a larger 
detector volume. However, from layout considerations, de-
tection times can be further reduced by deploying several 
- perhaps even smaller detectors - at different locations in 
the repository’s proximity.

5.	 Conclusions and Outlook

As the quantity of radioactive waste increases worldwide, 
the potential risk of diversions in the context of unforesee-
able societal and political events informs the necessity of 
safeguarding long-term geological repositories. The only 
messenger particles that could escape the confinement of 
the repository are the antineutrinos emitted decades later 
through the beta decays of isotopes like 90Sr and 137Cs still 
present in the waste. Presently, measuring the antineutrino 
emissions is the only approach that can offer direct infor-
mation about the amount of radioactive waste present in 
the repository.

In this paper, we proposed the use of time projection 
chambers (TPCs) for measuring antineutrino emissions. 
For liquid argon, this technology is presently developed 
and validated by the neutrino physics community. More re-
search and development work is required in order to dem-
onstrate the feasibility of organic-liquid sensitive materials. 
Using time projection chambers to measure the antineutri-
no emissions presents several advantages in comparison 
to traditional detectors: (i) excellent track imaging capabili-
ties – used for efficient background subtraction and locat-
ing where a potential diversion occurred, (ii) the absence of 
a  kinematic threshold in the detection reaction which 
would otherwise limit the accessible antineutrino energy 
range and (iii) the relatively low production costs.

We performed a preliminary calculation of the expected 
event rate in LArTPCs and interpreted it in the context of 
a diversion scenario. We concluded that after 100 years 
since the closing of the geological repository a  4% 
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diversion can be detected within 12 months when using 
a single 80 t antineutrino detector. The required detection 
time increases with the age of the waste. Using several 
TPCs, placed at different locations in the vicinity of the re-
pository, would significantly decrease the required detec-
tion time.

However, this evaluation assumes perfect detector effi-
ciency and background rejection. A more realistic estima-
tion of the detection and background rejection efficiencies 
could lead to an increased detection time. For a realistic 
feasibility study, the LArTPC performance should be stud-
ied in a full simulation that also takes the solar, cosmogen-
ic and geoneutrinos background into account. This simula-
tion together with a detailed treatment of the background 
forms the subject of our future studies.
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Abstract:

The US Department of Energy National Nuclear Security 
Administration and the European Atomic Energy 
Community (Euratom) are collaborating with the Radiation 
and Nuclear Safety Authority in Finland to assess spent 
fuel verification methods for potential application to 
measurements at the planned spent fuel encapsulation 
plant and geological repository prior to final disposal in 
Finland. The fork detector (FDET) used to measure the 
neutron and gamma radiation from a given spent fuel 
assembly is an existing technology widely used by the 
International Atomic Energy Agency (IAEA) and Euratom 
for the safeguards verification of spent fuel operator 
declaration. Recently, an FDET data analysis software, 
referred to as the ORIGEN module, was developed and 
incorporated into the IAEA/Euratom Integrated Review and 
Analysis Program. This module uses the ORIGEN burnup 
code to calculate the nuclide concentrations and the 
neutron and gamma source terms in the spent fuel based 
on operator declarations. Then, to predict the expected 
FDET signals for a  given fuel assembly, the module 
combines the source terms calculated by ORIGEN with 
FDET response functions that were pre-generated using 
MCNP models. The inspector can compare the calculated 
signals to the measured values in real time to identify 
possible anomalies in fuel assembly’s operator declaration, 
integrity, or measurement. In this work, the capability of 
the ORIGEN module was extended from application to 
typical light water reactor fuels to use for VVER-440 
assembly types. The accuracy of ORIGEN for this type of 
fuel assembly calculations was assessed by comparing 
calculated nuclide concentrations against destructive 
assay measurements for VVER-440 spent fuel. The 
performance of the ORIGEN module for FDET safeguards 
verification in routine inspections was assessed using 
FDET measurement data for 13 spent VVER-440 
assemblies that were measured at the Loviisa Nuclear 
Power Plant in Finland, by comparing the calculated 
signals to the measured quantities. The results show that 
the calculated FDET neutron and gamma detector signals 

are generally within 12% of the measurements except for 
one assembly. These results are applicable to future 
safeguards ver i f icat ion in the p lanned F in land 
encapsulation plant, such as for passive neutron albedo 
reactivity safeguards measurements.

Keywords: spent fuel safeguards; Fork; FDET; ORIGEN; 
safeguards verification; encapsulation

1.	 Introduction

Finland is anticipated to be one of the first countries in the 
world to open a geological repository for permanent stor-
age of spent nuclear fuel [1]. The US Department of Energy 
National Nuclear Security Administration and the European 
Atomic Energy Community (Euratom) are collaborating 
with the Radiation and Nuclear Safety Authority (STUK) in 
Finland on spent fuel safeguards verification methods that 
can be implemented prior to the fuel’s encapsulation and 
geological disposal in Olkiluoto, Finland. STUK is working 
with the International Atomic Energy Agency (IAEA) and 
Euratom to finalize the spent fuel safeguards verification 
requirements and approaches for the planned encapsula-
tion plant and repository [1]. The approaches to nonde-
structive assay (NDA) measurements for safeguards have 
evolved over time. Because there will be no spent fuel 
storage pools in the encapsulation plant, the plan is to per-
form passive gamma emission tomography (PGET) [2] and 
passive neutron albedo reactivity (PNAR) [3] safeguards 
measurements under water in the reactor site storage 
pools for safeguards verification, before transferring the 
fuel to the encapsulation plant. As one of the primary NDA 
instruments for spent fuel safeguards, the fork detector 
(FDET) [4] may be used for special inspections, for exam-
ple, to re-establish continuity of knowledge of an assem-
bly. The two options under consideration are (1) using 
PGET + PNAR and (2) using PGET + FDET. PGET meas-
ures gamma rays emitted from a given assembly in multi-
ple angular positions around the vertical axis using direc-
tionally coll imated gamma detectors, in order to 
reconstruct a cross-sectional image of the assembly to 

mailto:huj1@ornl.gov
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verify the presence of the rods in the assembly. FDET 
measures the total neutron and gamma emissions from an 
assembly [4]. The IAEA and Euratom have used FDET rou-
tinely for spent fuel safeguards verification globally since 
the 1990s. PNAR is similar to FDET in that it also meas-
ures total neutron and gamma emissions, but it can also 
quantify the assembly’s neutron multiplication—an indica-
tor of fissile content—using measurements with and with-
out a cadmium liner neutron absorber around the assem-
bly. The combined measurements of PGET + FDET or 
PGET + PNAR can be used to verify both the integrity of 
a given fuel assembly and the operator declarations—two 
primary goals for spent fuel safeguards.

Given the complexities of tracking nuclide transmutations 
during irradiation and decay and predicting neutron and 
gamma source terms in a spent fuel assembly, simulations 
using sophisticated computer codes are generally needed 
to accurately predict the NDA signals from a spent fuel as-
sembly measurement for safeguards verification. Oak Ridge 
National Laboratory (ORNL) and Euratom have collaborated 
to develop a data analysis module for FDET, to fully auto-
mate the prediction of neutron and gamma detector signals 
using operator declarations of a spent fuel assembly [4] [5], 
with a specialized module resulting from this effort. Such 
predictions can help the safeguards inspector to draw con-
clusions in real time on whether the operator declarations of 
a given fuel assembly are consistent with the measured sig-
nals. The new module, referred to as the ORIGEN module in 
this paper, is based on the ORIGEN isotope generation and 
decay code [6] and incorporates detector response func-
tions developed using MCNP [7] models of the assembly 
and detector configuration. The ORIGEN module has been 
incorporated into the Integrated Review and Analysis Pro-
gram (IRAP) software that is jointly developed and main-
tained by IAEA and Euratom. The ORIGEN module has 
been extensively benchmarked for typical pressurized water 
reactor (PWR) and boiling water reactor (BWR) assembly 
types [4] [5], but has not been benchmarked for VVER-440 
assembly types, as FDET measurement data on those 
types of assemblies are scarce. In this work, the ORIGEN 
module’s application was extended to VVER-440 assembly 
types by generating new ORIGEN reactor cross-section li-
braries, referred to as ORIGEN libraries in this paper, and 
new FDET response functions to support potential applica-
tions to the Loviisa reactors in Finland. This paper establish-
es ORIGEN’s accuracy in predicting the fissile and radiation-
emitting nuclides in VVER-440 fuel and applies the ORIGEN 
module to evaluate FDET measurements of 13 spent VVER-
440 assemblies at the Loviisa Nuclear Power Plant.

2.	 VVER-440 assembly designs

VVER-440 fuel assemblies are used in two reactors in Fin-
land and in several eastern European countries. The 
VVER-440 assembly has 126 fuel rods arranged in 

a hexagonal lattice, with one central tube that does not 
contain fuel. There are two basic types of VVER-440 as-
semblies: standard assemblies and control assemblies 
with fuel followers. The top section of such control assem-
blies contain neutron absorbing materials, and the bottom 
section contains fuel. These control assemblies move ver-
tically in the core, with the follower section of the assembly 
displacing the control section as the assembly is moved 
upward in the core. The fuel followers have a slightly short-
er active fuel length of 2,320 mm compared to 2,420 mm 
for standard assemblies, and therefore they contain less 
uranium. Since FDET measurements are usually per-
formed near the center of the assembly—away from the 
ends and away from the control element—control assem-
blies are treated as standard assemblies for the purpose 
of burnup analysis.

The TVEL Fuel Company (TVEL), a Russian fuel supplier, 
manufactured assemblies for the Loviisa reactors with ini-
tial enrichments of 1.6, 2.4, and 3.6 wt% 235U [8] and a uni-
form enrichment distribution (i.e., all fuel rods in an assem-
bly have the same enrichment). These enrichments are 
widely used in other VVER-440 plants. The general design 
characteristics of the TVEL VVER-440 assembly design 
are listed in Table 1.

Description Parameter value
Lattice pitch type Triangular

Number of fuel rods 126

Number of non-fuel rods 1

Inner fuel pellet radius (cm) 0.075

Fuel pellet radius (cm) 0.3783

Cladding inner radius (cm) 0.388

Cladding outer radius (cm) 0.455

Fuel rod pitch (cm) 1.22

Fuel assembly pitch (cm) 14.70

Table 1: VVER-440 TVEL assembly design data [8].

At higher enrichments, the designs can use either uniform 
enrichment or enrichment profiling, whereby the fuel rods 
may have different enrichments, with lower enrichment 
rods generally located near the periphery of the assembly. 
These higher enrichment assemblies may have some fuel 
rods that contain burnable absorbers such as gadolinium. 
Prior to 2009 Loviisa Nuclear Power Plant operated with 
a first-generation TVEL design for standard assemblies, 
with 4.0 wt% 235U enrichments without profiling or gadolin-
ium absorbers, and with a second-generation fuel follower 
design (see Section 3 for details). Since 2009, the Loviisa 
has operated with a second-generation TVEL design with 
a radially profiled enrichment and six gadolinium absorber 
rods [8] in the fuel assembly. Fuel assemblies manufac-
tured by British Nuclear Fuels Limited (BNFL)/Westing-
house have also been operated in Loviisa, with uniform en-
richments of 3.7 and 3.8% without profiling [8]. While the 
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Westinghouse assembly design is similar to that of TVEL, 
the fuel rod diameter is slightly smaller, and the fuel rod 
pellets do not have a central hole to accommodate swell-
ing and fission product gases.

3.	 Generation of origen libraries for Loviisa 
assembly designs

ORIGEN libraries are required for standalone ORIGEN cal-
culations to predict the nuclide concentrations and neu-
tron and gamma source terms in nuclear fuel following its 
irradiation and decay. These ORIGEN libraries can be pre-
generated using the TRITON depletion sequence in 
SCALE [9] to create one-group neutron cross sections for 
the fuel as functions of assembly design, moderator densi-
ty, fuel enrichment, and fuel burnup. A large array of librar-
ies for various fuel assembly types is included in the stand-
ard SCALE code package [9]. ORIGEN libraries for some 
of the VVER TVEL designs used at Loviisa are available in 
the SCALE distribution, but several other VVER designs 
used at Loviisa are not available, including BNFL/Westing-
house designs and TVEL designs with 4.0 and 4.37% en-
richments, as shown in Table 2.

New ORIGEN libraries were generated in this work for all of 
the VVER-440 assembly types shown in Table 2. ORIGEN 
libraries for the VVER-440 assembly types existing in 
SCALE were regenerated to maintain consistency, by using 
the same set of nuclear data to prevent potential biases 
caused by different sets of nuclear data. The most recent 

version of the SCALE code package (version 6.2.3) [9] was 
used. The ORIGEN libraries were generated with the TRI-
TON depletion sequence in SCALE with two-dimensional 
(2D) models of the fuel assemblies. TRITON iteratively cou-
ples the 2D neutron transport code NEWT with ORIGEN 
[9]. Under TRITON, the neutron spectrum calculated by 
NEWT is used to collapse the multigroup neutron cross 
sections into one-group cross sections, which ORIGEN 
uses to calculate reaction rates and the time-dependent 
evolution of nuclide compositions during irradiation and de-
cay. The SCALE 252-group neutron cross section library, 
used in these TRITON calculations, contains cross sections 
for more than 400 nuclides, most of which are from ENDF/
B-VII.1 [10] with the remainders from JEFF-3.1/A activation 
libraries [11]. The collapsed one-group cross sections that 
are calculated when running TRITON are automatically 
saved as ORIGEN library files for future standalone burnup-
dependent ORIGEN calculations. Standalone ORIGEN cal-
culations take only a small fraction of the computation time 
required for a TRITON calculation.

Figure 1 shows the TRITON models developed in this work 
for three different VVER-440 assembly designs used in Fin-
land: (a) the TVEL design with flat enrichment profile (first 
generation); (b) the TVEL design with profiled enrichment 
(second generation); and (c) the BNFL/Westinghouse NOVA-
E3 design with flat enrichment. In Figure 1 (b), the corner rods 
have lower enrichments and the green colored rods contain 
gadolinium as a burnable absorber. The central holes in each 
rod of the TVEL designs are shown in this figure.

Designs Enrichment(s) (wt% 235U) Profile

Assembly designs with libraries available in SCALE
TVEL 1.6, 2.4, 3.6 Flat

TVEL 3.82 (avg.*) Profiled

TVEL 4.25 (avg.) Profiled

TVEL 4.38 (avg.) Profiled

Assembly designs with libraries not available in SCALE but used at Loviisa Nuclear Power Plant

TVEL standard 4.0 Flat

TVEL Gen-II 4.0 Flat

TVEL Gen-II 4.37 (avg.) Profiled

BNFL/Westinghouse NOVA E-3 3.7, 3.8 Flat

*average of radially varying enrichment across an assembly

Table 2: VVER-440 assembly designs for ORIGEN libraries [8] [9].
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(a) (b)

(c)

Figure 1: TRITON models of VVER-440 assembly designs: (a) TVEL design with flat enrichment; (b) the TVEL design with profiled 
enrichment [8]; (c) BNFL/Westinghouse NOVA-E3 design with flat enrichment.

4.	 Experimental data on nuclide concentrations

It is important to validate the new VVER-440 ORIGEN li-
braries with measurement data before using them for nu-
clear safety and safeguards applications. Since the NDA 
safeguards measurements of spent fuel are mostly per-
formed on individual fuel assemblies, and the ORIGEN cal-
culations using the ORIGEN libraries are designed for as-
sembly-average nuclide concentrations, the ideal 
measurement data on nuclide concentrations for validation 
would be on an assembly level as well, e.g., an individually 
reprocessed assembly; however, such data are not availa-
ble in the public domain for VVER-440 assemblies.

Measurements of nuclide concentrations in VVER-440 
spent fuel samples reported in literature that were per-
formed using destructive assay (DA) in Russia are used as 
a benchmark dataset in this work. The samples were usu-
ally small axial segments (~1 cm long) cut from spent fuel 
rods, then dissolved in acid solutions and prepared for ra-
diochemical analysis. The concentrations of important nu-
clides were measured using various techniques, including 
mass spectrometry and gamma spectroscopy [12]. Many 
of these measurements were compiled into the interna-
tional database of spent fuel compositions [13] hosted and 
maintained by the Organisation of Economic Cooperation 
and Development/Nuclear Energy Agency [14]. This data-
base, called the Spent Fuel Isotopic Composition (SF-
COMPO), was compiled with the contributions and coop-
eration of many countries. Early efforts to compile and 

upload VVER-440 and VVER-1000 data [15] included DA 
data from three VVER-440 reactors operated in Russia: 
Kola-3, Novovoronezh-3 (Novo-3), and Novovoronezh-4 
(Novo-4). A total of 47 spent fuel samples were measured 
from 5 different fuel assemblies. The samples cover initial 
enrichment values ranging from 3.3 to 4.38% 235U. Meas-
urements for all samples include uranium and plutonium 
isotopes and 244Cm, a major neutron-emitting source. 
Measurements of 137Cs and 154Eu, both major gamma 
emitters and frequently used as burnup indicator nuclides, 
were available for 20 samples (Kola-3 samples).

A summary of the VVER-440 measurement data is provided 
in Table 3, along with the main fuel characteristics [16] [17] 
[18]. The locations of the measured fuel rods in the assembly 
were determined from the fuel rod identification as shown in 
Table 3, and the schematic of the assembly layout is shown 
in Figure 2. The rod locations can be important since the rods 
adjacent to the central instrument tube and at the assembly 
periphery could be subject to more moderated neutronic en-
vironment compared to other rods, which would affect the 
nuclide concentrations. Larger deviations might be expected 
for these peripherical samples since they are less representa-
tive of the assembly average. Samples located near the pe-
riphery or instrument tube are highlighted in Table 3. The rod 
locations are color coded in this figure, with each color repre-
senting samples from the same reactor, and the same color 
coding is used in the figures in later of this section. Positions 
25, 63, and 69 were used by samples from two reactors and 
therefore they were double colored.
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Samplea 

#
Reactor Assembly

Fig. 2 fuel  
rod ID

Sample 
ID

Sample 
burnup 

(GWd/tU)b

Sample

enrichment 
(wt% 235U)

Cooling 
timec 
(year)

Axial 
Elevationd 

(mm)

1 Kola-3 144-46879 96 5 35 4.38 7.3 66
2 Kola-3 144-46879 61 13 47.9 4.37 7.3 185
3 Kola-3 144-46879 61 53 62.7 4.37 7.3 825
4 Kola-3 144-46879 96 63 51.2 4.38 7.3 196
5 Kola-3 144-46879 61 76 42.3 4.37 7.3 108
6 Kola-3 144-46879 62 81 31.8 4.38 7.3 44
7 Kola-3 144-46879 96 98 58.3 4.38 7.3 355
8 Kola-3 144-46879 61 124 32.7 4.37 7.3 43
9 Kola-3 144-46879 62 165 40.8 4.38 7.3 107
10 Kola-3 144-46879 96 169 40.8 4.38 7.3 109
11 Kola-3 144-46879 61 189 57.6 4.37 7.3 314
12 Kola-3 144-46879 96 718 61.4 4.38 7.3 549
13 Novo-3e RP-3371A 63 1 17.1 3.3 3.3 1875
14 Novo-3 RP-3371A 97 2 14.2 3.3 3.3 2170
15 Novo-3 RP-3371A 97 3 8.7 3.3 3.3 200
16 Novo-3 RP-3371A 58 4 13.4 3.3 3.3 200
17 Novo-3 RP-3371A 63 5 13.9 3.3 3.3 375
18 Novo-3 RP-3371A 97 6 11.7 3.3 3.3 300
19 Novo-3 RP-3371A 97 7 11.5 3.3 3.3 300
20 Novo-4f 13602496 7 18 42.7 3.6 4.0 875
21 Novo-4 13602496 25 19 43.5 3.6 4.0 875
22 Novo-4 13602496 30 20 37.2 3.6 4.0 875
23 Novo-4 13602496 52 21 37.2 3.6 4.0 875
24 Novo-4 13602496 66 22 39.2 3.6 4.0 875
25 Novo-4 13602496 69 23 44 3.6 4.0 875
26 Novo-4 13602496 91 24 39.7 3.6 4.0 875
27 Novo-4 13602496 94 25 39.4 3.6 4.0 875
28 Novo-4 13602496 98 26 37.6 3.6 4.0 875
29 Novo-4 13602496 123 27 41.8 3.6 4.0 875
30 Novo-4 213 25 10 38.7 3.6 3.3 1625
31 Novo-4 213 25 11 38.2 3.6 3.3 625
32 Novo-4 213 25 12 38.2 3.6 3.3 1125
33 Novo-4 213 25 8 21 3.6 3.3 2285
34 Novo-4 213 25 9 27.6 3.6 3.3 125
35 Novo-4 213 63 16 32.6 3.6 3.3 1875
36 Novo-4 213 63 17 33.1 3.6 3.3 375
37 Novo-4 213 64 13 22 3.6 3.3 2225
38 Novo-4 213 64 14 20.4 3.6 3.3 125
39 Novo-4 213 64 15 34.9 3.6 3.3 1625
40 Novo-4 13626135 65 182 22.86 3.592 12.4 100
41 Novo-4 13626135 65 21 41.5 3.592 12.4 1000
42 Novo-4 13626135 65 69 31.32 3.592 12.4 2150
43 Novo-4 13626135 67 149 41.9 3.585 12.4 1000
44 Novo-4 13626135 68 162 44.2 3.585 12.4 1000
45 Novo-4 13626135 69 135 29.9 3.592 12.4 100
46 Novo-4 13626135 69 57 36.2 3.592 12.4 2150
47 Novo-4 13626135 69 79 46.3 3.592 12.4 1000

aShaded rows indicate samples located at periphery assembly locations or adjacent to the central instrument tube
bGWd/tU = Gigawatt-days per ton of uranium
cThe time from the fuel was discharged from the reactor to when the measurement was done 
dSample location from the bottom of the active fuel region
eNovovoronezh-3
fNovovoronezh-4

Table 3: Measured VVER-440 spent fuel samples [16] [17] [18].



33

ESARDA BULLETIN, No. 60, June 2020

 
 

 

Figure 2: Schematic showing the arrangement of fuel rod 
identifiers in the VVER-440 assemblies and locations of measured 
rods; each color represents samples from a specific reactor. The 
assembly alignment/orientation notch is shown on side 1 (see the 
1-6 numbers outside the assembly).

Problems were previously identified for the DA measure-
ment of some nuclides from the Kola-3 assembly 144-
46879 [19]. The present analysis of the data, previous in-
dependent analyses [19], and comparisons of the Kola-3 
measurements with other similar VVER-440 fuels, suggest 
a systemic under-reporting of measured plutonium by ~ 
18%, a value derived from the average bias in 238-242Pu for 
all 12 Kola-3 samples. This bias is observed in all isotopes 
of plutonium and is likely attributed to problems in the 
chemical separations process or the reference standards 
used in the measurements. Consequently, the data for all 
plutonium isotopes in these Kola-3 samples were adjusted 
to correct for the observed bias.

The comparisons of nuclide concentrations presented in this 
paper were focused to the nuclides of primary importance to 
spent fuel safeguards—namely, 235U, 238,239,240,241Pu, 244Cm, 
and 137Cs—although results for other nuclides, including 236U, 
238U, 242Pu, 242Cm, and 134Cs, are summarized in Table 4.

The 235U results are shown in Figure 3. Note the same color 
coding as in Figure 2 is used here. The percentage values in 
parentheses in the legend are the initial enrichments of the 
samples. DA measurements are shown with error bars cor-
responding to the 95% confidence level, and calculations 
are shown as colored square symbols. Samples from the 
same assembly use the same color. The results show 
bands that are correlated to the different initial enrichments 
of the fuel rods—nominally 3.3, 3.6, and 4.4 wt % 235U. The 
calculated results reside within the measurement and un-
certainty bands for most of the samples, and they trend 
consistently with burnup. There is a general trend to overes-
timate 235U in samples of the Novo-4 assemblies; this trend 
is not observed in Kola-3 or Novo-3 data. Many of the 
Novo-4 samples were taken from rods located at the pe-
riphery of the assembly, and larger deviations for these 
samples are expected. This overprediction is likely directly 
related to an overprediction in 239Pu for these same samples 
(see Figure 5) that is consistent with the rod position in the 
assembly. The periphery rods are generally subject to 
a more thermal, moderated neutron environment due to the 
additional water at the assembly gap, resulting in less pluto-
nium production compared to the harder neutron spectrum 
in the assembly interior rods. These ORIGEN calculations 
were based on assembly average conditions, which are 
closer to the conditions experienced by the interior rods. 
Thus, the ORIGEN calculations will overpredict the plutoni-
um concentrations for the Novo-4 samples from the periph-
ery of the assembly. The overestimation of 239Pu leads to in-
creased 239Pu fission, and consequently, it leads to less 235U 
consumption due to fission, resulting in an overestimation of 
the remaining 235U for these locations. For example, the 
Novo-4 sample with the highest burnup of 46.3 GWd/tU lo-
cated at the corner of the assembly (rod #69) saw the larg-
est overestimation of 235U, as represented by the rightmost 
blue square in Figure 3.

 

Figure 3: Comparison of measured (error bars) and calculated (color squares) 235U concentration in VVER-440 spent fuel samples.
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The results for the plutonium isotopes 238Pu, 239Pu, 240Pu, 
and 241Pu are shown in Figure 4 through 7, respectively. 
Note the same color coding as in Figure 2 is used in these 
figures. The calculated nuclide concentrations were in 
generally good agreement with measurements for all Pu 
isotopes. The overprediction of 239Pu in many of the Novo-
4 samples was consistent with the fuel rod locations, as 
discussed previously. Note that the enrichment band posi-
tions for the 241Pu results are also affected by different 
cooling times of the measurements. As shown in Table 3, 
the Novo-4 13626135 samples had much longer cooling 
times than the other Novo-4 samples, which resulted in 
lower 241Pu concentrations in the Novo-4 13626135 sam-
ples than the other Novo-4 samples due to the extra de-
cay of 241Pu, even though they had the same initial 

enrichments of 3.6%. Plutonium-241 has much shorter half 
life than the other three Pu isotopes studied here and it is 
more sensitive to differences in cooling times.

Results for 244Cm, the dominant neutron source in spent 
fuel with a relatively long cooling time (>2 years), are shown 
in Figure 8. Measurement uncertainties were generally 
much larger for curium isotopes than for the uranium and 
plutonium isotopes because of different measurement 
techniques used [20]. The results show that the calcula-
tions trend well with burnup and most of the measurement 
data. Accumulation of 244Cm in spent fuel is generally con-
sidered to trend to the ~4th power of burnup, which was 
consistent with the calculation results and measurement 
data included in this figure.

 

Figure 4: Comparison of measured (error bars) and calculated (color points) 238Pu concentration in VVER-440 spent fuel samples.

 

Figure 5: Comparison of measured (error bars) and calculated (color points) 239Pu concentration in VVER-440 spent fuel samples.
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Figure 6: Comparison of measured (error bars) and calculated (color points) 240Pu concentration in VVER-440 spent fuel samples.

 

Figure 7: Comparison of measured (error bars) and calculated (color points) 241Pu concentration in VVER-440 spent fuel samples.

 

Figure 8: Comparison of measured (error bars) and calculated (color points) 244Cm concentration in VVER-440 spent fuel samples.
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Fission products are the primary gamma emission sources 
in spent fuel, with the nuclides 137Cs, 134Cs, and 154Eu being 
dominant for gamma NDA measurements at longer cool-
ing times (> 5 years). Measurements of 134Cs and 154Eu 
were available for the Kola-3 samples but were not consid-
ered due to likely errors in measured values from incorrect 
decay time corrections. Cesium-137 has a half life of ~30 
years, which is much longer than that of 134Cs or 154Eu and 
is less sensitive to decay time corrections. The results for 
137Cs using available data are shown in Figure 9. Calculat-
ed values were generally within the estimated relative 
measurement error of typically ±5%. As shown in Table 3, 
the Novo-4 13626135 samples had much longer cooling 
time than that of Kola-3, which resulted in less 137Cs in 

Novo-4 13626135 samples than in Kola-3 samples due to 
the extra decay of 137Cs.

To provide a quantitative assessment of ORIGEN library 
performance, the mean and standard deviation of the dif-
ference between measurements and calculations of nu-
clide concentrations are summarized in Table 4. Several 
samples were removed due to very large deviations com-
pared to other samples in the measurement set. Specifi-
cally, Novo-3 sample RP-3371A-97-7 (#19) and Novo-4 
sample 13626135-69-79 (#47) were removed from the sta-
tistical analysis since the deviations for many of the major 
actinides exceeded three standard deviations (3σ) for the 
population of data for the other samples.

 

Figure 9: Comparison of measured (error bars) and calculated (color points) 137Cs concentration in VVER-440 spent fuel samples.

Nuclide Measurements # Mean Standard deviation
235U 45 6.1% 8.9%
236U 45 -3.1% 6.0%
238U 45 -0.4% 0.3%

238Pu 38 -5.9% 8.2%
239Pu 44 5.7% 6.3%
240Pu 45 -0.8% 5.1%
241Pu 44 5.3% 7.0%
242Pu 44 -0.9% 8.9%

242Cm 12 1.2% 29.5%
244Cm 43 7.5% 27.3%
134Cs 19 14.4% 20.7%
137Cs 19 0.8% 6.2%
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, where N is total number of measure-

ments, k is each sample, C is the calculated nuclide concentration, and M is the measured concentration.

Table 4: Statistical analysis of nuclide predictions.



37

ESARDA BULLETIN, No. 60, June 2020

The mean deviation between calculations and measure-
ments (bias) was less than 8% for most nuclides, except 
for 134Cs probably due to its shorter half life and higher 
sensitivity to errors in decay time corrections. Similarly, 
the relative standard deviation (bias uncertainty) was less 
than 9% for the uranium and plutonium isotopes. Larger 
uncertainties were seen for the curium isotopes.

Calculations were performed using VVER-440 fuel assem-
bly libraries that were developed to predict assembly aver-
age nuclide concentrations. However, measurements were 
performed on small samples from individual rods. Such in-
consistency is avoided in a spent fuel safeguards practice 
because the NDA measurement and the ORIGEN calcula-
tions are performed on individual assemblies. Conversely, 
for predicting NDA signals using the ORIGEN modules, the 
uncertainties in the calculated nuclide concentrations con-
tribute to only part of the overall uncertainties. Other fac-
tors, such as the detector response and multiplications in 
the assembly, also play a role, as discussed in the subse-
quent sections.

To assess the performance of the ORIGEN module’s capa-
bility in predicting the FDET signals from VVER-440 assem-
blies, FDET measurement data were collected. FDET mod-
els were developed for these fuel types, and the calculated 
results of the ORIGEN module were compared to the meas-
urement data, as discussed in the following three sections.

5.	 Loviisa measurement campaign

FDET measurements were performed on 13 VVER-440 
assemblies at the Loviisa Nuclear Power Plant in February 
2017 using a standard Euratom BWR FDET. The charac-
teristics of the measured assemblies are summarized in 
Table 5. Assemblies from Loviisa units 1 and 2 were 

included in the measurements. All the measured assem-
blies operated in contiguous reactor cycles (i.e., they were 
not unloaded for one or more cycles before being reinsert-
ed in the core for further irradiation) except for assembly 
#1, which was out of the core during cycle 24.

6.	 FDET MCNP models for VVER-440

The FDET measurement configuration of the VVER-440 as-
semblies in the Loviisa spent fuel pool was modeled using 
MCNP to calculate the expected FDET signals (neutron 
counts and gamma current) as a function of emitted neu-
tron/photon particle energy in the fuel. This calculation re-
quires modeling the fuel assembly, the FDET instrument, 
and the pool water, including the soluble boron concentra-
tion used in most pools containing PWR fuel like VVER-440. 
The boron concentration was based on criticality safety 
considerations and is not necessarily constant, although 
levels are usually within a well-defined range. The Loviisa 
pools operate with a boron level of 13–15 g boric acid 
(B(OH)3) per kilogram of fresh water [3]. Consistent with pre-
vious studies of the PNAR instrument [3], an average value 
of 14 g/kg was used in the current work, corresponding to 
a 2,450 ppm boron concentration.

The MCNP models for the VVER-440 assembly measure-
ment configuration and details of the neutron/gamma de-
tectors of the FDET are illustrated in Figure 10. The FDET 
used in the Loviisa measurement campaign was designed 
for BWR assembly types and has an internal width (open-
ing) of 168 mm and a depth of 178 mm. The VVER-440 
assembly outer dimensions are 145 mm (flat-to-flat) by 
167 mm (diagonal). To avoid jamming the assembly in the 
FDET opening, the measurements were performed with 
the assembly rotated as shown in Figure 10.

ID Fuel type
Enrichment

(wt %)
Reactor cycles

Burnup 
(MWd/tU)

Cooling time

(days)
1 BNFL modified 3.8 22, 23, 25 38,342 5,390

2 BNFL modified 3.8 22, 23, 24, 25 43,685 5,390

3 TVEL standard 3.6 15 5,716 8,120

4 TVEL standard 3.6 13, 14, 15 38,710 7,917

5 TVEL standard 4.37 33, 34, 35, 36 50,166 1,343

6 TVEL fuel follower 4.0 34, 35, 36 41,114 1,343

7 BNFL standard 3.7 32, 33, 34 40,068 2,071

8 TVEL standard 3.6 19, 20, 21 39,339 6,832

9 TVEL standard 3.6 24, 25, 26 41,749 5,012

10 TVEL standard 3.6 10, 11, 12 38,233 9,044

11 TVEL standard 3.6 13, 14, 15 39,635 7,917

12 TVEL standard 3.6 22, 23, 24 39,763 5,733

13 TVEL standard 4.37 31, 32, 33, 34 48,568 980

Table 5: Characteristics of measured VVER-440 assemblies.
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Figure 10: MCNP models of the FDET measurement of an VVER-440 assembly: (Left) the horizontal cross sectional view of the 
measurement configuration; (Right) the horizontal and vertical cross sectional views of one of the two tines of the FDET.

The FDET response functions were generated based on 
each of the neutron/photon source particle histories. For the 
FDET neutron response functions, 20 discrete source neu-
tron energies ranging from 0.01–20 MeV were modeled, 
with one energy modeled in a separate MCNP model. Since 
most neutrons are born at ~2 MeV in spent fuel, the used 
neutron energy discretization was deemed sufficient. Simi-
larly, the FDET gamma response functions and 18 discrete 
source photon energies ranging from 0.1–10 MeV were 
modeled. For the neutron/photon source particle energies 
that fell between the discretized energies, the response 
functions were interpolated by the ORIGEN module. In each 
MCNP model, a fixed-source calculation was performed us-
ing MCNP5 version 1.6 [7], with the source particles sam-
pled uniformly in the horizontal direction of the fuel 

assembly but nonuniformly in the axial direction based on 
the calculated neutron/photon emission probability to ac-
count for the axial burnup variations. A number of 3E8 parti-
cle histories were used in the MCNP calculations, which 
took the neutron models 5,000–10,000 minutes to complete 
on a single processor, depending on which source energy 
was used, resulting in < 0.3% uncertainties in the calculated 
neutron response functions for most energies. For the pho-
ton models, it took 200–300 minutes to complete, resulting 
in < 1% uncertainties for the majority of energies. For the 
neutron signals, the fission rates in the U3O8 coating layers 
of the fission chambers were calculated, whereas the gam-
ma dose rates in the active gas of the ionization chambers 
were calculated for the gamma signals. The calculated re-
sponse functions are listed in Table 6.
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MeV Gamma (×10-10) MeV Neutron-A (×10-3) Neutron-B (×10-3)
0.1 0.001809 0.01 0.73999 1.0554

0.2 0.031539 0.03 0.76293 1.1244

0.3 0.092311 0.06 0.77571 1.1668

0.4 0.17800 0.1 0.78218 1.2083

0.5 0.27808 0.2 0.79549 1.2756

0.6 0.39391 0.4 0.79545 1.3309

0.7 0.51901 0.6 0.79105 1.3850

0.8 0.64721 0.8 0.77850 1.4052

0.9 0.78029 1.0 0.77355 1.4042

1.0 0.91562 2.0 0.72734 1.4108

1.2 1.18221 3.0 0.67843 1.3437

1.4 1.44747 4.0 0.64998 1.3084

1.6 1.68525 5.0 0.59511 1.2095

1.8 1.92923 6.0 0.59326 1.2092

2.0 2.15605 7.0 0.59687 1.2046

3.0 3.14516 8.0 0.61800 1.2332

5.0 4.68432 9.0 0.60591 1.2156

10.0 7.97987 10.0 0.60043 1.1999

14.0 0.61924 1.2397

20.0 0.67253 1.3303

Neutron-A = Fission chamber (bare)

Neutron-B = Fission chamber (with cadmium liner)

Table 6: FDET response functions for VVER-440 fuel.

7.	 Results of calculated and measured FDET 
signals

The FDET neutron/gamma signals for the 13 measured 
VVER-440 assemblies were also calculated using the 
ORIGEN module with the new VVER-440 libraries and the 
FDET response functions that were generated in this work. 
The module used the ORIGEN code to calculate the assem-
bly average nuclide concentrations, the infinite neutron multi-
plication factor of the fuel (k∞) used to account for subcritical 
neutron multiplication, and the neutron/photon emission rates 
in each energy group from a given VVER-440 spent fuel as-
sembly using the cycle-average irradiation histories provided 
by the operator. The module also combined the neutron/pho-
ton emission rates with the detector response functions to 
predict the FDET neutron/gamma signals for each fuel as-
sembly. Before the predicted signals were compared against 
the measured ones, several additional data processing pro-
cedures were implemented, as discussed below.

Previous studies have indicated that the LND ionization 
chamber (Model 52110) used in the Euratom FDET exhibits 
a nonlinear response to the gamma dose rate [4]. To ac-
count for this, the calculated gamma signals in this work 
were further modified using an empirical correlation devel-
oped in the previous work [5] with a power coefficient of 
0.77. The calculated neutron count rates were also modi-
fied to account for the neutron multiplication [5] of a given 
assembly using the infinite neutron multiplication factor for 

the fuel (k∞) calculated by ORIGEN and the neutron leak-
age factor (L) predetermined by MCNP for a particular fuel 
assembly design. The L factor was set to 0.765 given the 
2,450 ppm boron concentration in the pool; it would have 
been 0.626 if there were no boron in the pool.

An absolute calibration factor was not available for these 
assemblies. Instead, the ratio of the measured average 
signal to the calculated average was used to scale the cal-
culated signals in each fuel assembly in the set to account 
for factors that were not considered (e.g., electronic effi-
ciency, conversion of gamma instrument current to gam-
ma signal) in the ORIGEN calculations or by the response 
functions. Calibration factors can be developed using 
measurement data collected by the same FDET instru-
ment at the same spent fuel pool.

With these modifications, the calculated FDET neutron/
gamma signals were compared to the measured values for 
all 13 assemblies. Table 7 summarizes these results and 
lists the calculated neutron multiplication of the assemblies 
as determined using the k∞ from ORIGEN and the L factor 
from MCNP. The relative deviations between the measure-
ments and calculated signals for each assembly are plotted 
in Figure 11. Note that the data acquisition software of the 
FDET used in this measurement converted the measured 
electric current from the two ionization chambers into digital 
signals using an arbitrary constant factor, which was ac-
counted for using a  detector calibration factor. The 
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calculated FDET signals were observed to be generally 
within ~ 10% of the measurements for all assemblies, ex-
cept for assembly #3. The relative standard deviations for 
the deviations between calculations and measurements 
among all assemblies were 10.5, 10.8, and 5.6% for the 
neutron-A, neutron-B, and gamma signals, respectively.

Assembly #3 was only irradiated in the reactor for one cy-
cle, and it achieved a very low discharge burnup of 5.7 
GWd/tU. Due to the low burnup, the neutron count rates 
for this assembly (< 0.4 cps) are approximately three or-
ders of magnitude lower than that of the other assemblies, 
so statistical counting uncertainties (~9%) may have con-
tributed to the large error. (The counting time for these 

FDET measurements was ~5 minutes.) Further work to re-
solve the deviations for this assembly is ongoing. If assem-
bly #3 were excluded from the set, then the relative stand-
ard deviations would be reduced to 5.8, 5.9, and 5.2% for 
the neutron-A, neutron-B, and gamma signals, respective-
ly. These results are consistent with those reported previ-
ously for PWR measurement campaigns [5].

As with previous measurement campaigns, the correction 
for the gamma nonlinear ionization chamber response was 
found to be essential to the data analysis; assuming a line-
ar response increases the relative standard deviation of 
the gamma results from 5.6% to more than 23%, with the 
largest deviations exceeding 45% for assembly #3 

Cooling Measurements (M) Calculations (C) C/M-1 (%)d

Fuel Profile  Enrich Burnup time nA nB gamma nA nB gamma Multiplication nA nB gamma

FA # typea typeb (wt %) (MWd/t) (days) (cps) (cps)
(arbitrary 

unitsc) (cps) (cps) (units)

1 4 F 3.8 38,342 5,390 246.00 128.33 354,081 246.6 125.6 360,031 1.289 0.2 -2.1 1.7

2 4 F 3.8 43,685 5,390 400.00 209.00 446,000 412.0 209.8 398,095 1.274 3.0 0.4 -10.7

3 1 F 3.6 5,716 8,120 0.43 0.22 76,650 0.558 0.287 70,335 1.438 29.8 30.4 -8.2

4 1 F 3.6 38,710 7,917 224.63 119.57 310,250 221.2 112.7 310,382 1.274 -1.5 -5.8 0.0

5 1 P 4.37 50,166 1,343 916.25 450.67 1,151,348 878.8 447.5 1,129,271 1.289 -4.1 -0.7 -1.9

6 2 F 4.0 41,114 1,343 434.00 220.37 921,250 474.0 241.4 949,539 1.301 9.2 9.5 3.1

7 3 F 3.7 40,068 2,071 476.38 239.25 715,824 438.2 223.2 679,193 1.295 -8.0 -6.7 -5.1

8 1 F 3.6 39,339 6,832 282.45 141.15 325,193 263.8 134.3 336,003 1.275 -6.6 -4.8 3.3

9 1 F 3.6 41,749 5,012 398.62 207.85 373,438 402.9 205.2 403,609 1.274 1.1 -1.3 8.1

10 1 F 3.6 38,233 9,044 209.88 108.86 272,250 188.2 95.9 288,876 1.273 -10.3 -11.9 6.1

11 1 F 3.6 39,635 7,917 254.09 128.00 314,278 243.0 123.8 315,971 1.271 -4.3 -3.3 0.5

12 1 F 3.6 39,763 5,733 340.19 172.61 373,288 308.1 156.9 365,497 1.277 -9.4 -9.1 -2.1

13 1 P 4.37 48,568 980 803.03 392.18 1,265,443 811.6 413.2 1,331,992 1.295 1.1 5.4 5.3
a1 = TVEL standard fuel; 2 = TVEL fuel follower; 3 = BNFL standard fuel; 4 = BNFL modified fuel
bP = profiled enrichment assembly; F = flat (uniform) enrichment assembly
cThe FDET software converted the measured electric current from the gamma detectors into digital signals with a constant factor.
dnA = neutron-A (bare) channel; nB = neutron-B (Cd liner) channel

Table 7: Summary of VVER-440 Fork measurements and analysis results.

 

Figure 11: Relative difference between the calculated (C) and measured (M) neutron and gamma signals for the 13 meas-
ured VVER-440 assemblies.
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(smallest signal) and assembly #13 (shortest cooling time 
and largest gamma signal).

Additional calculations were performed for assemblies #1, 
#2, #5, and #13 using ORIGEN libraries that were devel-
oped for both TVEL and BNFL/Westinghouse designs. 
Additional calculations were also performed to compare 
results using flat and different enrichment profile designs, 
since inspectors might not have access to this type of in-
formation. For these calculations, the effect of using differ-
ent VVER-440 design libraries was < 1% for the gamma 
signal and 2–4% for the neutron signals. These differences 
are not large compared to other uncertainties and suggest 
that detailed knowledge of the fuel vendor or the detailed 
enrichment profile of the assembly are not essential.

Thresholds for significant discrepancies must be set by the 
safeguards inspectorate and the facility operator to trigger 
alarms when anomalies are suspected in the spent fuel as-
sembly, the operator declarations, or the measurements. 
Careful considerations must be taken to set such thresholds 
to minimize the likelihood of false positive or false negative 
events. The thresholds must consider all the uncertainty 
sources in the predicted signals, including the uncertainties 
in the predicted nuclide concentrations and neutron/gamma 
source terms by the ORIGEN code with the ORIGEN librar-
ies, the uncertainties in the response functions, the uncer-
tainties in the measurements, the uncertainties caused by 
lack of detailed information regarding to fuel design and op-
erating conditions, etc. These results provide initial data that 
can be used to develop such thresholds.

8.	 Summary and conclusions

The FDET (a mature technology) and the PNAR (a new tech-
nology) are expected to play a role in safeguards measure-
ments at the Finnish spent fuel encapsulation plant for final 
disposal. The ORIGEN module, incorporated into IAEA and 
Euratom’s IRAP software, was developed to predict the 
FDET signals using pre-generated ORIGEN libraries, re-
sponse functions, and operator declarations to assist the 
safeguards inspectors in identifying anomalies in real time. 
The ORIGEN module can be modified to predict signals for 
other NDA (e.g., PNAR) spent fuel measurements.

This paper provides an analysis of FDET measurement 
data obtained during a VVER-440 measurement cam-
paign at the Loviisa Nuclear Power Plant in Finland for 13 
assemblies. The FDET signals of these 13 assemblies 
were calculated using the new ORIGEN libraries, the new 
response functions, and the operator declarations of the 
fuel assemblies provided by the Finnish reactor operator. 
The results show that the calculated FDET neutron and 
gamma detector signals are generally within 12% of the 
measurements except for one assembly. This assembly 
had a much lower burnup than the others, and it had 
a measured neutron count rate of only 0.4 cps. Therefore, 

the large discrepancy between the calculation and meas-
urement in this case (~30%) can be attributed to poor 
counting statistics. If the assembly is excluded from the 
statistics, the average relative standard deviation between 
calculations and measurements is < 6% for both neutron 
and gamma signals. This result is consistent with previous 
results obtained for PWR measurement campaigns.

New ORIGEN libraries were developed using SCALE/TRI-
TON based on ENDF/B-VII.1 nuclear data and fuel design 
information for the VVER-440 assemblies used in Finland. 
Performance of the new ORIGEN libraries was assessed by 
comparing the predicted nuclide concentrations using these 
libraries to DA-measured quantities obtained from literature. 
The comparisons of measured and calculated concentra-
tions illustrate a generally good performance of the new 
ORIGEN libraries, with most calculated values being within 
or close to the assigned measurement uncertainties with 
several exceptions, which are discussed and explained in 
the paper. For application to spent fuel NDA, the simulations 
trend very closely to the measurements as a function of fuel 
burnup. New FDET response functions were generated us-
ing MCNP models for the VVER-440 fuel assemblies.

These results are directly applicable to preparing the 
ORIGEN module and FDET for use in safeguards verifica-
tions of spent VVER-440 fuel assemblies in routine inspec-
tions. These results are also applicable to future safe-
guards verifications in the planned Finnish encapsulation 
plants. A comprehensive study on various uncertainty 
components in the calculated FDET signals is recom-
mended for future work to establish the acceptance 
threshold for the deviation between the calculated and 
measured FDET signals. The ORIGEN module is also be-
ing modified to predict PNAR signals in an ongoing effort.
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Abstract:

Rather than waiting for radon progeny to decay prior to 
counting an air sample, scalar counts have been shown to 
provide useful information when appropriate technical 
interpretation is utilized. This work will review limits from 
the first frisk of an air sample to recent research showing 
how the initial decay profile can provide ever increasing 
discrimination capabi l i t ies i f measured. Methods 
demonstrated in the l i terature along with future 
opportunities will be reviewed in this presentation. 
Applications for routine nuclear facil ity operation, 
radiological emergency response and treaty verification will 
also be considered.

Keywords: Air monitoring; Triage; Routine sampling assay

1.	 Introduction

The downwind monitoring of radioaerosols can be used to 
monitor upwind releases from nuclear facilities. Correlating 
a measurement to an upwind source can be an arduous 
task involving many uncertainties and assumptions [1]. 
One of the physical properties that has to be well under-
stood is the interference created by radon progeny in the 
air. With radon progeny being alpha, beta and gamma 
emitters, this can pose various challenges.

Radiological aerosols have additional evolutionary size 
properties not found in typical organic materials. If these 
begin as a radioactive gas and have a charged particle de-
cay mode, unique physics can change their subsequent 
behaviour. Specifically, when the airborne radioisotopes 
decay by charged particle emission, the resulting atom it-
self is left with a net charge. This can then induce polariza-
tion in any nearby aerosol such that the point charge and 
the induced dipole have a coulombic attraction allowing 
them to become attached causing the aerosol to evolve in 
shape as a function of time and subsequent decays.

Not all radioactive gases with charged particle decay modes 
will attach to aerosols. This results in an attached fraction 
and an unattached fraction of the subsequent decay proge-
ny as occurs with radon progeny [2]. The evolution of these 
radioaerosol particles are then generally sampled with an air 
filter which itself has particle size sampling efficiencies mak-
ing precision air monitoring convoluted at best.

1.1	 Natural sources and decay products from radium

A primary difficulty in radiological air monitoring is due to 
the ubiquitous and dynamic properties of radon progeny. 
The crustal content of both 226Ra and 224Ra are from their 
respective 238U and 232Th parent primordial decay chains. 
All 226Ra and 224Ra decay into 222Rn and 220Rn respectively 
which are commonly referred to as radon and thoron ac-
cordingly. The radon and thoron then have their own de-
cay chains eventually becoming isotopes of lead. These 
naturally occurring radioactive materials (NORM) have dy-
namic contributions arising from disparate decay rates, 
meteorology and regional geology.

The decay series of Radon and Thoron are shown in Fig-
ures 1 and 2 respectively

1.1.1	 Radon

The relevant decay series for radon shown in Figure 1 in-
cludes maximum beta emission energies. Note that once 
210Pb is formed, it’s 21 year half-life effectively removes it 
from any atmospheric content as it is naturally scrubbed 
from the air into the soil. The subsequent decay series can 
be resuspended but generally has a negligible content in 
air samples.

As radon has a half-life of 3.8 days, it has some time to dif-
fuse out of the host rock which contained its parent 226Ra. 
This does require that the noble gas can migrate to a grain 
boundary or other pathway out of the rock. Even being 
a noble gas, its generation in the radium inclusions of the 
host rock do not guarantee a simple diffusion path to the 
atmosphere. The alpha track damage from the radium de-
cay accumulates over time around these radioactive inclu-
sions and can create at least a portion of a viable path 
(particularly over time). Recoil from alpha decays of the 
226Ra also cause shorter range local µm scale damage to 
the mineral matrix. The greater track length of an emitted 
alpha effectively punches a hole in its host matrix up to 
many 10’s of µm which build up over time resulting in vari-
ous radial starting pathways for successive radon emana-
tions to travers when randomly attempting to find a grain 
boundary.
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Figure 1: 222Rn decay series (from 238U), half-lives shown below characteristic energies.
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Figure 2: 220Rn decay series (from 232Th), half-lives shown below characteristic decay energies.

1.1.2	 Thoron

The thoron decay series is shown in Figure 2 also includes 
maximum beta energies shown.

Thoron is a bit unique in that its parent 224Ra along with the 
primordial 232Th has a much higher crustal abundance 
compared to 238U and its progeny 226Ra but has a much 
lower atmospheric content. Although this converse rela-
tionship is not expected due to source terms (thoron hav-
ing a lower air concentration than radon), the actual cause 
is the half-life of the noble gas 220Rn which is just under 

1 minute. This means that if the thoron is not able to easily 
escape from the rock matrix into the atmosphere in less 
than a minute, it will decay back into a heavy metal and so 
the resultant decay chain is confined to the soil. As such, 
on average, radon will exceed thoron to around a 3 to 1 ra-
tio even though their parent ratios are inversed.

The thoron decay series has a unique feature of interest in 
that the isotope 212Bi is able to decay by either beta or al-
pha decay with an approximate 2:1 split. This isotope will 
typically be in transient equilibrium with its longer lived par-
ent 212Pb when left undisturbed over many hours.
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1.1.2.1	 Thoron constancy

An additional unique aspect in thoron content is that with 
the parent having less than a 1 minute half-life, it cannot 
travel far prior to initiating its decay series. This because 
radioactivity by nature always has an independent proba-
bility of decay so that the portion which arises in gaseous 
form still has the same half-life as that which was retained 
in the soil mineral components.

Unlike radon which has a 4 day half-life and can travel 
great distances with the wind, the 1 minute half-life of 
thoron does not allow it to travel even nominal distances 
as it will decay into heavy metals very quickly (Figure 2). 
The 212Pb can travel nominal distances having an 11 hour 
half-life but it is not able to be fed by a continual 220Rn 
source as this thoron stays effectively right where it was 
generated (from 224Ra decay).

1.2	 Temporal variations in radon progeny

All the isotopes seen in Figures 1 & 2 are dynamic in that 
they can be going from attached to unattached (through 
radioactive decay recoils and gaseous collisions) along 
with the parent gaseous isotopes going through increases 
or decreases from other effects. These changes can all 
contribute to the variations seen in this interfering back-
ground radon progeny distribution. Understanding the 
various causes for these changes can allow mitigation, 
controlling or otherwise addressing any deleterious ef-
fects from the same. An example of a typical alpha and 
beta spectrum from ambient air showing the various natu-
rally occurring airborne radionuclides is seen in Figure 3.

1.2.1	 Causal initiators of radon progeny dynamics

There are many factors which give rise to variations in nat-
ural airborne radioactivity levels. The largest tends to be 
that of temperature inversions. A natural inversion typically 
occurs in the mornings due to the adiabatic lapse rates 

from the ground preventing any mixing of surface air with 
the upper atmosphere. This means that all radon which 
has escaped from the ground simply builds up near the 
surface until it can be diluted later in the morning due to 
convective currents which allow mixing with the upper at-
mosphere. These convective currents are initiated by 
ground heating from solar irradiance in the morning. This 
effect also has seasonal dependencies with winter typi-
cally having the largest inversion effects resulting in the 
largest ground radon concentrations.

Another very large effect in environmental radon and its 
progeny comes from precipitation. When rain falls through 
radon and its progeny it pushes these radionuclides to the 
ground cleaning the air but raising the terrestrial dose rate 
by many orders of magnitude [3]. Barometric pressure is 
another cause of changing radon levels. When a low pres-
sure comes in, this can pull radon from the soil as a high 
pressure system can retard radon diffusion from the 
ground.

1.3	 Alpha and beta spectra from environmental 
samples

The distribution of energies shown in Figures 1 and 2 re-
sult in spectra exemplified by Figure 3 where no tran-
suranic (TRU) activity is present. Here, the peaks are la-
belled by their dominant contributing radionuclides. The 
peak location represents those occurrences when emit-
ted alpha particles move normal to the filter and detector 
depositing a characteristic energy into the detector active 
volume. Spreading occurs from interstitial air, filter media 
and oblique paths to the detector from the source filter. In 
this sense, the majority of detected alpha particles is not 
at the maximum possible energy for a particle where min-
imum attenuation takes place in the filter, its sampled ma-
terial, the air layer separating the detector and the detec-
tor dead layer.

Figure 3: Example charged particle spectra (semi-log) measured from an environmental air sample with peaks and regions labelled 
associating primordial parents indicated as 238U=U and 232Th=Th from Figures 1 & 2.
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The TRU region of interest (ROI) in Figure 3 represents 
where most of the transuranic isotopes will be present and 
so the large count rate present from tailing of the higher 
energy NORM alpha peaks creates considerable back-
ground in the TRU ROI (hence the desire to allow them to 
decay prior to assay).

The abscissa scale is based on only the three labelled 
NORM peaks so that the beta energies are overestimated 
in this scheme. This is because the ionization in the detec-
tor has a higher efficiency with beta particles than alphas 
for the same kinetic energy. Alpha particles lose a certain 
portion of their energy creating vacancies and interstitials 
due to recoiling nuclei whereas beta particles have a much 
higher threshold to displace an atom in the detector vol-
ume resulting in a larger fraction of their deposited energy 
going into ionization only.

1.3.1	 Spectral manipulation options

Typical commercial options to mitigate these features in-
volve curve fitting the shapes which is feasible when sub-
stantial particulate loading does not drastically degrade 
the spectra from self-attenuation effects. The more com-
plicated options include Gaussian fits to the top of the 
peaks with exponential tails above and below these. Other 
options include simple region of interest (ROI) summing of 
the peak areas separated by their respective minima. Tem-
plate shapes for each peak could be fit in amplitude as 
well but each of these options have potential issues with 
spectral degradation occurring as filter loading increases 
(due to dust build-up).

Peak shifting and tailing slope dependencies with filter 
loading could be mitigated by allowing peak locations to 
be variables along with exponential fitting portions (or tem-
plate shapes). This would require sufficient knowledge of 
overlap dependencies in the TRU ROI for discrimination 
purposes.

1.3.1.1	 Limitations with spectral manipulation

When filter loading occurs, the peak locations shift to low-
er energies and the low energy tails from each peak will in-
crease accordingly. The low energy tails seen in Figure 3 
can be verified upon inspection that they would all match 
an exponential function well (due to the linear appearance 
in the semi-log format). The argument of the exponential in 
such a fit would then be functionally dependent on the fil-
ter loading in a potentially predictable manner with sample 
mass (assuming linear deposition rates). Similarly, the peak 
locations could also be functionally dependent on filter 
loading. In principle, dependencies such as these could be 
monitored and trended to estimate filter loading and so 
serve as a metric for when to change a filter and so opti-
mize sample sensitivity overall.

It should be pointed out that there are some TRU isotopes 
having energies near the 6 MeV NORM peak, specifically, 

the 252Cf and some of the curium isotopes, such that these 
have peaks very near or even indistinguishable from the 
6 MeV NORM peak. Methods to mitigate this are dis-
cussed in a later section but invariably utilize the decay se-
ries (see section 1.3.2) in some fashion.

1.3.1.2. Potential benefits from spectral analysis

In principle, sensitivity could be increased over gross 
counting given that each alpha emitter has distinct ROIs 
which follow defined patterns which could be leveraged in 
the analysis using various means. If the contributions to 
the TRU ROI can be accurately estimated from the higher 
energy NORM peaks, then the background in this ROI can 
be substantially decreased and so concomitantly de-
crease the detection limit for anthropogenic activity. If 
spectral quality metrics are designed to indicate when the 
assumptions from the fit are being challenged, then addi-
tional rigor in the assay can be realized. Care should be 
utilized in any such approach as vendors have historically 
fallen short in properly testing and validating such systems 
prior to marketing.

1.3.2	 Spectral and temporal coupling

The decay series given in Figures 1 & 2 all have to obey 
the Bateman equations represented by Equation 1. These 
are the governing equations for all radioactive decay series 
allowing for any length of a decay chain. Here each iso-
tope activity Aj has an associated decay constant λj with 
an initial parent concentration N1(0).

A t N C ej
m

j

m
tm( ) = ( )

=

−∑1
1

0 λ  where the coefficients  

	 Cm
i

j

n

i
j m

j

i m

=
−( )

=

=
≠

∏
∏

1

1

λ

λ λ
� (1)

1.3.2.1	 Decay characteristics for thoron 6 MeV alpha 
contribution

This means that the standard decay rate of the 212Bi alpha 
peak at 6.1 MeV will be fed by the decaying 212Pb isotope 
which is easily discriminated by it’s associated isolated 
8.8 MeV peak from the subsequent progeny 212Po. Due to 
the negligible half-life of 212Po, it is continually in transient 
equilibrium with its parent 212Bi scaled only by the appro-
priate beta branching ratio of the latter.

1.3.2.2	 Decay characteristics for the radon 6 MeV alpha 
contribution

Likewise, the radon progeny contribution to the 6 MeV 
peak from the 218Po initial activity is itself the source of 
contributing activity to the initial 214Pb activity which con-
tributes to both of the initial 214Bi and 214Po activities with 
the latter emitting the readily discriminated 7.7 MeV peak. 
Specifically, due to the negligible half-life of 214Po, it is 
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always in transient equilibrium with its parent 214Bi. From 
these, the Bateman equations (Eq. 1) could be used (ex-
plicitly or through some simplification) to correlate back-
ground in the TRU ROI (from 218Po contributions) to the 
readily discriminated count rates in the 214Po ROI (this 
would likely be a retrospective or delayed correction).

1.3.3	 Beta spectral options

The beta portion of the spectrum can be folded into any 
desired use of the Bateman equations (Eq. 1). Typically, the 
radiological risk from beta activity is so much lower than 
that of TRU alphas that gross counting is adequate to pro-
vide desired detection sensitivity [4]. As such, the exact 
beta energy calibration is not considered of high impor-
tance given its added difficulty of only having a continuum 
source preventing a simple and precise means of scaling 
(particularly in the presence of alpha cross talk).

1.4	 Mitigating radon progeny in air monitoring

Typical air monitoring techniques involve pulling a precisely 
measured volume of air through an air filter. The air filter is 
then assayed for radiological content such that the ratio of 
the assay to the volume is the resultant air concentration 
ascribed to the space sampled. The standard approach 
utilized in routine nuclear operations, radiological emer-
gency response and even treaty verification is to allow the 
air sample to sit for multiple days to allow the entrained ra-
don progeny to decay prior to characterizing any anthro-
pogenic content on the air filter. This is due to the array of 
alpha, beta and gamma disintegration energies present in 
any aged sample of ambient air due to all the radon proge-
ny present (Figures 1, 2 and 3).

In principle, the air sample could be measured at any time 
while waiting for the radon progeny to decay away, but un-
less the anthropogenic component is large compared to 
the radon progeny, discrimination is haphazard at best. 
Vendors have claimed to produce algorithms which can 
discriminate anthropogenic activity based on alpha and 
beta spectrometry which have been shown to be unrelia-
ble [5,6].

1.4.1	 Initial frisk

Based on the ratio of alpha to beta activity, some limits can 
be placed on the maximum anthropogenic which can be 
present and still attain these ratios [7]. Given that radiation 
cannot be sensed in any of the traditional observational 
modes (sight, smell and touch), it requires detectors and 
so airborne radioactivity, when present, requires similar in-
frastructure. The variability in alpha to beta ratios can vary 
dramatically due to all the dependencies on the contribut-
ing isotopes (see section 1.2). All that the initial frisk can 
determine is whether the ratio of alpha activity to beta ac-
tivity could credibly have been obtained from the normal 
variability in NORM.

1.4.1.1	 Mitigation limitations

Any initial frisk values will by definition be dynamic and so 
generally very insensitive in discriminating NORM from an-
thropogenic. The various combinations of attached and 
unattached fractions coupled with dynamic radon and 
thoron levels with size dependent filter efficiencies etc all 
couple into a difficult characterization at best.

This is problematic in that virtually all air samples have only 
trace quantities of the target isotopes unless only radon 
progeny itself is being assayed. This trace characteristic 
inherent to the isotopes of interest in an air sample arises 
from the nature and purpose of the sample. In normal op-
erations, most air samples are intended to demonstrate ei-
ther a zero release or at most a regulatory compliant result 
(which is always small).

In emergency response, field teams would have to dress 
out in full personnel protective equipment along with de-
contamination of vehicles if they were to sample in con-
taminated areas. As such, field teams typically sample on 
the penumbra of a plume so that the contamination levels 
are comparable to background already making detection 
difficult (where the bulk of any release or ground deposi-
tion characterization occurs from the air with large gamma 
detection arrays).

Treaty verification is generally very far down range again 
making concentrations almost vanishingly small. In all cas-
es then, the radon progeny on an air sample is likely to be 
the dominant source of all ionizing radiation emissions.

1.5	 Utility of the presented methodologies

The research reviewed in this work demonstrates novel 
methods to characterize the anthropogenic activity in such 
a way as to utilize the interferent radon progeny signals to 
estimate the long lived activity on the filters. Rather than 
throw away these interferent signals, this work will review 
various means to use them in a graded approach to char-
acterizing airborne radioactivity. In this way, rapid, yet qual-
ity, initial TRU estimates can be obtained in any air sample 
protocol from treaty monitoring to nuclear safety and even 
operational radiation safety applications.

2.	 Graded approach

The graded approach itself means that improving levels of 
quality will scale with increasing effort or time permitting 
defence in depth towards the eventual goal. In this case, 
we are looking for a quality method to characterize anthro-
pogenic radionuclide levels in the atmosphere despite the 
interfering radon progeny species. Quality being defined 
here as a measurement containing rigorous physics based 
characterization of the true dispersion inherent to the final 
assay results.
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The current missing piece in air monitoring data is a quality 
assay technique which can be used to characterize air 
samples while the radon progeny is still relatively high. Pro-
vided that the uncertainty estimates are rigorous and ac-
curately describe the dispersion in the measurements, 
high uncertainty values are entirely useful. This is because 
some quality information is always better than no informa-
tion where quality is strictly defined as any assay having 
rigorous uncertainty estimators.

2.1	 Quality convergence

The intent for air monitoring is to properly characterize the 
risks associated with airborne materials. With radiological 
materials, this is typically the risk from inhalation which is 
measured in actual or potential dose. Potential dose being 
the dose a person would receive were they to actually be 
in a given location for a proscribed period of time (such as 
a  theoretically maximally exposed individual). Conse-
quences can also be in terms of land contamination which 
again is typically measured in terms of risk by the maxi-
mum potential dose an individual could credibly receive 
from all input vectors. With treaty compliance monitoring, 
the desired result is not just detection but discrimination 
from legitimate commercial sources.

2.1.1	 Nuclear security

In nuclear emergency response, treaty verification and 
even non-proliferation applications, quality may be meas-
ured in at least two ways. In some sense, characterization 
of any anomaly would be inherently useful enabling further 
investigation. In a more detailed example, quality may be 
expressed in terms of the rigor with which the anthropo-
genic portions of the air sample can be ascribed to adver-
sary behaviour and discriminated from legitimate industrial 
or commercial endeavours. It is in the discrimination of ad-
versary actions from those beneficial activities that is 
needed in nuclear security applications.

Current technology largely relies on chemical, nuclear and 
morphological assays from air sample particulate. As with 
all of the other air monitoring applications, the radiological 
characterization portion requires mitigation of the natural 
radon progeny inherent to all commercial air sampling 
technologies.

3.	 Using all the decay data

When allowing the radon progeny to decay prior to the re-
sultant air sample assay, it is inherently assumed that the 
progeny is purely an interferent and so does not contain 
useful information regarding the target assay of the anthro-
pogenic activity. Our research has shown that there is use-
ful information which can be extracted from the natural ra-
don progeny when evaluated in a  graded approach 
formalism. Specifically, starting with a quick handheld frisk 
for a very low quality assay (assuming a frisk has known 

efficiencies [7]), some information can be obtained. Addi-
tional measurements when continually applied (utilizing ap-
propriate instrumentation and analysis) allows a continual 
improvement in the precision of assays (without compro-
mising accuracy) until the eventual “gold standard” of de-
structive assay by radiochemistry can be applied some 
days or weeks later. The key is being able to use the phys-
ics of the interferent to help characterize it and so subtract 
or mitigate it in some useful way.

3.1	 Decay curve fitting

In principle, all radioactive decay chains adhere to the 
Bateman equations (Eq. 1) which can address only radio-
active decay. If the initial conditions are known, then the 
Bateman equations can be solved to predict all isotopic 
abundances in the decay chain for all future times. Radon 
progeny has the inherent difficulty that the parent is con-
tinually changing (see section 1.2) and meteorological 
changes can also drastically bias progeny separate from 
the radon parent. This being partially due to the parent be-
ing a noble gas with the progeny being heavy metal (ions) 
either attached or unattached to ambient aerosols.

If the Bateman equations were utilized, their general form 
would follow that given in Equation 1 such that fitting to 
a measured series of counts (a decay curve) could result in 
an overdetermined system of equations. With radon having 
only 4 relevant radioactive progeny (Figure 1) and thoron 
having 5 (Figure 2), this would require at a minimum of 9 
decay count measurements to obtain estimates for each 
isotope initial activity estimate. If only 9 counts were ob-
tained, measurement scatter would prevent an exact fit 
despite 9 fitting parameters attempting to model 9 data 
points as Equation 1 can only model continuous and 
smooth functions and so not noise.

3.1.1	 Curve fitting statistics

Due to instrument uncertainty and statistical fluctuations in 
decay rates, at least a dozen or so measurements are de-
sired for each degree of freedom to approximate a normal 
distribution in the fitted parameters convergent value. With 
this number of data points, a mean, its standard deviation 
along with a chi-squared test to evaluate the likelihood that 
the distribution was normal can all be estimated for any 
given parameter. When multiple parameters are being esti-
mated in a curve fit, commensurately more data points 
would be desired. If only 2 parameters are to be estimated 
(an initial activity and a decay constant), then preferentially 
more than a dozen measurements would be the target.

This approximation assumes that around ten measure-
ments are desired for a single mean, and a few dozen for 
a line and around 30 for a quadratic and so on. There is no 
hard limit or rule for such a generalization but the driver 
here is to get a quality t-test on each fitted parameter. 
A quality t-test is not dependent on sample number if the 



49

ESARDA BULLETIN, No. 60, June 2020

assumption of normality is valid. Estimating normality 
based on a small sample is largely untenable so this gross 
assumption is stated as a matter of opinion only.

3.1.2	 Overdetermined curve fits

Technically, one can estimate the slope, intercept and their 
uncertainties along with a standard error of the fit and a cor-
relation coefficient from just 3 points (even random points). 
In this extreme example, 5 values are obtained from 3 data 
points giving an apparent negative set of degrees of free-
dom. This really just means that multiple measures of the 
mean and distribution are redundant and do not convey in-
dependent information despite their typical interpretation 
being independent measures of central tendency.

One general goal in curve fitting is to increase your de-
grees of freedom as much as possible without excessively 
incurring scatter by splitting up your counting interval into 
ever decreasing intervals. Using the traditional definition of 
degrees of freedom (DoF ) being the difference between 
the number of fitted data points (N) and that of the number 
of fitting parameters (M), it is preferable to have this value 
(DoF=N-M) as close to 30 as possible to enable an as-
sumption of normal statistics. Otherwise, a t-distribution 
would be assumed incurring less certainty in distribution 
types (which can itself be tested).

3.2	 Radon progeny decay curves

The two dominant isotopes driving the decay rates from 
radon progeny are the 214Pb and 214Bi isotopes having half-
lives of 26.8 m and 19.9 m respectively (Figure 1). Combin-
ing these two in sequence via Equation 1 results in an ap-
proximately effective decay constant greater than either 
producing values ranging from 30 to 40 minutes (depend-
ing on initial conditions).

In order to get proper leverage in measuring the half-life of 
a radionuclide through a decay curve, ideally the measure-
ment time should be long compared to the half-life. If 
a  large section of the effective decay curve from radon 
progeny is to be sampled, then ideally at least 30 minutes 
of sampling time would be a minimum.

3.3	 Long lived activity decay curves

If an operationally friendly time window for measuring an air 
sample is a few hours, then any activity having a half-life large 
compared to this would appear to be largely indistinguishable 
from a constant. Here, an isotope with constant activity does 
not actually exist but can be approximated by any radionu-
clide with a very long half-life compared to the count time.

With this, if thoron content is present in an air sample which 
only measures decay over a period of a few hours or less, 
the 10.6 hr half-life of 212Pb would cause it to look like con-
stant (anthropogenic) activity like that of a transuranic (TRU) 
nuclide. If a decay curve fit modelling the radon progeny did 

not account for this thoron content in a short time window, 
this component would conservatively bias the long lived 
(approximately constant) activity to have a higher estimate.

3.4	 Combined decay curves

If a decay curve is measured within a few hour window, the 
radon progeny would appear to go through multiple half-
lives while the thoron progeny would appear largely con-
stant. Any anthropogenic activity present will likely have de-
cay constants comparable to 137Cs, 90Sr or any of the TRU 
nuclides which effectively would be modelled as a constant 
activity. Putting all this together in a decay curve fit model, 
Equation 2 presents the filter activity A(t) at any given time 
t following flow cessation. Here, m1 is the initial short lived 
activity, m2 is the effective short lived decay constant and 
m3 is the long lived activity which will be biased high due to 
thoron progeny. If this function is then fit to a decay curve, 
the effective half-life is then ln(2)/m2. All results used the 
Levenberg-Marquardt fitting algorithm to data.

	 A t m e mm t( ) = × +− ×1 32 � (2)

4.	 Historical results

When fitting actual filter decay data, the distribution seen 
in Figure 4 was obtained as described elsewhere [8]. The 
distribution shown represents the suite of resultant m3 val-
ues and their uncertainties combined via a kernel density 
estimator. The results from plutonium superposition with 
environmental air samples is shown on the left with a simi-
lar thorium study shown on the right. In these works, the 
results from using Equation 2 on actual air filters both with 
and without anthropogenic activity are compared in their 
rapid assay capabilities.

The histogram results shown in red are the calibration re-
sults obtained from filters not having any interferent NORM 
activity representing the correct values and their distribu-
tion which should be obtained from a proper use of Equa-
tion 2 on air filters having both interferent natural and an-
thropogenic activity.

The blue histogram results were obtained using Equation 2 
on filter decay counts which had both the anthropogenic 
and natural radioactivity constituents. The two distributions 
(red and blue) are visually indistinguishable although the 
histogram results do not incorporate individual measure-
ment errors from fitting Equation 2 to the decay curve 
data.

The red and blue dashed vertical lines represent the mean 
from each distribution. In this sense, the blue is the best 
estimate from the fitting approach of Equation 2 to envi-
ronmental air samples with a TRU source superposition. 
The TRU source distribution without radon progeny activity 
is shown in red. What is evident from the blue data is that 
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on average, use of Equation 2 provides conservative esti-
mates of the known anthropogenic activity (indicated by 
the red data).

4.1	 Kernel density estimator (KDE)

When histogramming data possessing individual uncer-
tainties, the uncertainty portion of the data is simply dis-
carded. This need not be the case when using a KDE 
which is represented by Equation 3. This effectively turns 
each data point used to construct the histogram into 
a normalized Gaussian so that the superposition of all 
these Gaussians becomes a continuous probability distri-
bution function when Equation 3 is used to represent the 
data. This allows deconvolution of the resultant KDE into 
individual components or to conduct hypothesis testing on 
the resultant distribution. Note that the parameters used in 
Equation 3 are such that µ i are the individual measured 
values having unique uncertainty values of σi from n total 
measurements. The use of P(x) is intended to convey that 
when normalized in this way, the KDE is a proper probabil-
ity density function sufficient for hypothesis testing.
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The KDE values from the fitted m3 distributions (Equation 
2) are presented in Figure 4 as continuous lines which are 
color-coded in conjunction with the histograms.

4.2	 Upper confidence limit of individual fits

The blue results seen in Figure 4 clearly have entries which 
are below the red dashed line. With the red vertical dashed 
line representing the correctly calibrated (best estimate) of 
the TRU content measured with the air filters, the lower 
blue occurrences would be underestimates and so not 
a conservative assay. As such, this might appear to give 
results which when using Equation 2 would underestimate 
the correct anthropogenic activity and so constitute a po-
tential safety concern. This turns out not to be the case 

when individual measurement results are evaluated at their 
upper 95% confidence limit. When taking all the assayed 
results at their upper 95% CL, there were no underesti-
mates of the characterized TRU source activity found 
demonstrating the savings offered from fitting decay 
curves using Equation 2 allowing for conservative upper 
bounds in all observed cases.

A histogram of all the measured assays of the TRU content 
using Equation 2 are shown in Figure 5. Here, the results 
shown are all of the m m3 1 645 3+ . σ  values obtained previ-
ously [8].

Previous work has considered 30 min intervals within a 2 
hr counting window to understand the uncertainty penal-
ties associated with more rapid TRU activity estimation; 
again, the results can still be considered quality, even with 
a large uncertainty estimator, provided that it is rigorous 
and maintains a physical basis. Utilizing a weighted aver-
age of 35 filters for each TRU source study, the TRU esti-
mate for each time study is given in Figure 6. The error 
bars noted in Figure 6 represent the standard error of the 
mean at the 95% CL and should be interpreted as a po-
tential “best estimate” scenario when conditions allow for 
a weighted average technique. What is truly profound is 
that this conservatism remains throughout the range of 30 
minutes up to 2 hr measurement time with shorter meas-
urement intervals incurring larger uncertainty (and so high-
er conservatism in the upper 95% CL) as reported else-
where [9].

These results show that the asymptotic constant activity 
value at infinity from Equation 2 results in conservative es-
timates of the long lived activity whenever uncertainties are 
evaluated at the 95% CL. This is attributed to both the 
thoron progeny bias (212Pb limiting the 212Bi activity change 
in rate) when measuring a short time interval and taking 
only the upper 95% CL. In this thoron progeny bias, the 
212Bi alpha and beta decays approach a transient equilibri-
um with the parent 212Pb activity which has just under an 
11 hour half-life.

	 	

Figure 4: Decay curve fit results from effectively spiked air filters [8]. Blue values represent a used air filter superimposed with TRU activity. 
The red values represent blank (unused) filters superimposed on the same TRU activity used in making the blue results.



51

ESARDA BULLETIN, No. 60, June 2020

4.3	 Summary of results

The decay curve fitting of sequential count data using the 
Levenberg-Marquardt algorithm can provide parameter esti-
mates with their associated uncertainties to Equation 2. This 
enables novel applications involving kernel density estimators 
and their subsequent deconvolution [10]. More importantly, 
multiple options for using the information normally discarded 
in traditional air sampling assay has been shown to give qual-
ity low precision results quickly [9]. This in turn fills a high pri-
ority information gap typically occurring when air concentra-
tion data is desired rapidly from standard air samples.

4.3.1 Alternative approaches to triage

Many other options for pursuing further graded approaches 
in air sample assay and triage have been identified beyond 
the results reported here [11,Error! Reference source not 
found.2]. These generally involve spectroscopy coupled with 
other methodologies but can even include additional gross 
assay techniques (such as longer count times). The spectral 
analysis methods could even include mass loading mitiga-
tion, temporal dependencies and assaying of TRU isotopes 
having the insidious alpha decay energies very near 6 MeV.

5.	 Discussion

The KDE results seen in Figure 4 would permit deconvolu-
tion into the respective error contributing sources. Previ-
ous results have been able to discriminate contributions 
from the instrument and those of radon and thoron [10]. 
The techniques described here demonstrate utility in the 
period of time while samples are customarily being al-
lowed to passively decay away to clear up the TRU ROI 
signals seen in Figure 3 and so allow low detection limits.

5.1	 Emergency response applications

In emergency response scenarios, this could be accom-
plished when samples are being returned from the field. 
Having a small scalar or spectral counter in the transport 
vehicles would allow obtaining results prior to submitting 
samples to the lab. Starting with an initial frisk, the sam-
ples could be continually counted in a decreasing uncer-
tainty manner allowing quality triage in determining which 
samples should be shipped off for formal radiochemical 
digestion, separation, electroplating and final vacuum al-
pha and beta spectroscopy (a high resolution version of 
Figure 3 with no radon progeny present).

	 	

Figure 5: Upper 95% confidence level obtained from using Equation 2 to rapidly estimate anthropogenic content on air filters [8]. Values 
include thoron progeny bias from conducting only a 2 hour decay count.

	 	

Figure 6: Incremental 30 min weighted average TRU alpha activity estimates from effectively spiked environmental air filters with 
uncertainties shown as standard error of the mean [9].
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5.2	 Treaty verification applications

Modern Comprehensive Test Ban Treaty (CTBT) monitor-
ing based on the Radionuclide Aerosol Sampler/Analyzer 
(RASA) systems require a delay in assaying radioaerosols 
to allow radon progeny decay. If a large release just went 
past a monitoring station, it would have to wait for the de-
cay period to elapse prior to even looking for the activity. 
The discussed approach involving decay curve fitting 
could be accomplished as a low sensitivity interim meas-
urement enabling this early warning capability for any 
nominal plume passage prior to the customary wait 
periods.

5.3	 Operational health physics applications

Nuclear facilities routinely allow air samples to lay dormant 
prior to measurement to remove radon progeny through 
decay. If early estimates were desired, fitting the decay 
curve would allow just such a graded approach to their 
defence in depth. Simply put, quality assays can be ob-
tained rapidly if desired.

6.	 Conclusions

Many opportunities to improve standard air sample analy-
sis have been explored with examples provided of some of 
those which already have experimental results. Utility of 
the decay curve fitting methodologies appear to have po-
tential application in nuclear safeguards, non-proliferation, 
radiological emergency response and even routine health 
physics applications.
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Abstract:

The typical approach used in air sampling is to ascribe the 
radiological concentration of interest in an air sample to 
the ratio of filter activity to volume pulled. This attribution is 
reasonable provided the sample is representative, 
however, the uncertainties ascribed to this concentration 
are generally considered Poisson errors from the counting 
scheme used. This work will show how the actual 
dispersion can be one or two orders of magnitude larger in 
some cases even when the radioaerosol has constant 
specific activity due to the lognormal size distribution of the 
particulate sampled. Applications in plume monitoring and 
the actual release from the February 2014 event at the 
Waste Isolation Pilot Plant in New Mexico USA will be 
considered and presented.

Keywords: air monitoring; uncertainty; dispersion; 
sampling

1.	 Introduction

Air sampling is one of the key aspects to the comprehen-
sive test ban treaty (CTBT) monitoring regime. Samples of 
interest include radioaersols (e.g., radioiodines and tran-
suranics) along with noble gases (eg. Xe isotopes). This 
work addresses only the aerosol physics of this sampling 
but as such, it also has applicability to operational health 
physics and radiological emergency response. The appli-
cation to the February 2014 transuranic waste drum defla-
gration at the Waste Isolation Pilot Plant (WIPP) in south-
east New Mexico USA will be evaluated as a case in point 
on the effect described here [1]. The effects of aerosol 
physics on the sample collection will demonstrate how 
typical air sampling interpretations for common assays will 
underestimate true dispersion by as much as an order of 
magnitude in most cases, possibly even 2 orders.

1.1	 Aerosol sampling and assay

The process for taking an air sample has largely been un-
changed for the past 70 years. This method involves pull-
ing a known volume of air through a filter and then assay-
ing that f i l ter. The sampled air is then ascribed 
a concentration value equal to the ratio of the filter assay 
activity to the volume of air pulled.

Typically, the volume of air is known quite precisely and the 
assay is constrained to Poisson statistics relegating the 
dominant uncertainty in the airborne concentration esti-
mate to that of the Poisson counting in the assay.

1.2	 Representative sampling

In order to obtain a quality sample, the collection of all partic-
ulate must be representative of the total population present in 
the space of interest. This is typically only considered to be 
an issue when the sampling is taking place in a duct or ex-
haust system. When sampling an effluent, the linear face ve-
locity through the filter has to be equal to that of the general 
volume surrounding it to prevent over or under sampling of 
the particulate. This can be challenging when the linear flow 
rates of the effluent vary or are turbulent.

Undersampling is expected to occur when the linear face 
velocity through the filter is lower than the bulk volume 
around the sampling head. This will cause some of the 
smaller particulate to follow the flow path avoiding the filter 
even though it would have initially traversed it were the 
sampling head not present.

Oversampling is expected when the linear face velocity 
through the filter is higher than the bulk volume around the 
sampling head. This would cause particulate which other-
wise would not have passed along the intake face of the 
filter to divert from its ambient path into the filter due to the 
higher sampling flow rate.

One way to overcome this challenge for dynamic flow con-
ditions is to use a shrouded probe as shown in Figure 1 [2]. 
The shroud forces air through the outer channel to take 
a more linear path surrounding the filter’s sample head 
and therefore can prevent any under- or oversampling.

1.3	 Aerosol physics

Aerosols evolve in an effectively fractal manner. They are 
not generally spherical but rather dendritic and are com-
posed primarily of organic matter, micron-sized silicates 
and/or ocean mist near the coast [3]. Their evolution will 
depend on relative humidity, particle density and types.

Typical binding forces are those of Van der Waals when 
gross kinetic impact of any kind occurs. Aerosol particulate 
growth is not spherical but erratic resulting in dynamic 
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Figure 1: Shrouded probe schematic show from a cross sectional view. [2]

properties such as changing density, heat capacity and ob-
viously aerodynamic radii. Reviews of the intricacies of these 
dynamic dependencies can be found elsewhere [4, 5].

1.3.1	 Radioaerosol physics

Radioaerosols in particular can be extremely erratic in their 
evolution when they decay through charged particle emis-
sion. When a gaseous radionuclide (such as radon or its 
progeny) decays through charged particle emission, the 
resulting heavy metal gas has a charge that will induce 
a polarization in all nearby aerosols. The resultant dipoles 
in the vicinity of a point charge will result in an attractive 
potential to pull the radionuclide into a bound state with 
one or more ambient aerosols.

This additional Coulomb-based potential in radioaerosol 
physics only further exacerbates the evolutionary growth 
properties in any given species. The radical electric poten-
tial shift which can occur when spontaneous charge gen-
eration is placed on the aerosol or gas (from charged par-
ticle emission in radioactive decay) allows for rapid growth 
and is unique to the radioactive decay process (including 
recoil effects from decay such as dislodging).

A radioactive aerosol can begin as an inert isolated gase-
ous species such as radon, radon progeny or radioiod-
ines. With radioiodines, these can combine with atmos-
pheric water or other materials to become an aerosol. 
Radon progeny can remain as a gas through its decay se-
ries or combine with ambient aerosols to become part of 
the bound fraction of the progeny (conversely, that part 
which does not combine with any aerosols is simply the 
unbound fraction). These fractions are expected to depend 
on relative abundances of the radionuclide and ambient 
aerosols along with temperature, relative humidity etc.

1.3.2	 Sampling physics

The action of sampling a gas or aerosol for assay requires 
either measurement in some in-situ fashion (generally re-
sulting in dismal sensitivity with low concentrations) or 
concentrating it in some medium for characterization. With 
an aerosol, this is done by pulling air through a filter such 

that the filter concentrates the particulate within its volume. 
Gaseous species are typically collected by pulling air 
through zeolite or activated charcoal to later be boiled off 
in a vacuum and then concentrated for assay.

With the air filter, there are 4 main mechanisms for fixing 
the analyte in the medium. These are inertial impaction 
(similar to a projectile into mud), interception (particles too 
massive to fit through the pores), diffusion (Van der-Waals 
adhesion) and electrostatic attraction (requiring a  net 
charge, although not seen in Figure 2, see section 1.3.1).

Figure 2: Filter collection mechanisms labelling dominant 
sampling efficiencies grouped by particle size. Note the abscissa 
is given in logarithmic scale. [3]

As a result of the variety of physics taking place when 
sampling an aerosol, the particle size collection efficiency 
is dependent on a number of factors (including flow rate, 
filter characteristics etc.). As a generalization, the particle 
size efficiency shown in Figure 2 can be used as a reason-
able approximation to typical behaviours. Here, dominant 
sampling mechanism regimes are shown as a function of 
aerosol size.

It is significant to note that in the respirable range (when 
particulate is able to make it all the way down into the lung 
alveoli and be retained for a dose intake) is exactly where 
the filter efficiency is both lowest and has the largest 
changes (0.1 to 5 µm). This uncertainty in filter efficiency 
for the respirable range contributes to the reason why 
dose should not be ascribed to individuals based only on 
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air monitoring data [6] compared to the far more reliable 
and standard bioassay in determining actual radionuclide 
intake. This is one important contribution to dispersion in 
aerosol monitoring which is independent of the final filter 
assay but there are others.

2.	 Plume monitoring

With the advent of any nuclear detonation, leakage of the 
gaseous constituents from the event will then pour into the 
environment creating a plume. The simplest propagation 
model for plume evolution is probably Gaussian diffusion 
with advective transport. This means that as the material 
follows airflow, it will diffuse in all directions driven by sim-
ple Fickian mechanics. Atmospheric stratification along 
with ground boundaries complicate the transport along 
with any convective or turbulent flows.

To the extent that the plume propagation can be accurate-
ly predicted, multiple sample points would then enable 
characterization of the same. Two or three points are likely 
inadequate to fully characterize any plume unless the 
source term itself was already well known in time and 
space. Backtracking a potential plume around the globe 
can quickly become intractable without source term 
knowledge or real time monitoring of the plume itself [6].

2.1	 Footprint characterization

If a known release had occurred, sampling teams would 
generally prefer to stay on the penumbra of the fallout foot-
print caused by the plume passage and deposition. This 
prevents the sampling teams from being required to don 
personal protective equipment (PPE) and so prevent skin 
contamination. Further, vehicle contamination would also 
occur if sampling missions were not constrained to the 
outskirts of the fallout. Any vehicle and personnel radioac-
tivity accumulation would create the need for decontami-
nation and so full hotline support to eventually doff the 
PPE and reuse of the vehicle. These activities would ne-
cessitate additional manpower and resources for decon-
tamination rather than sampling, assessment and control.

2.1.1	 Low concentration sample drivers

Due to these inhibitions from sampling in contaminated ar-
eas, only those areas that have barely detectable levels of 
the radionuclides of interest may be measured so that PPE 
is not required. Higher levels of the plume footprint are 
then characterized from the air using large arrays of NaI 
logs for gamma detection [7]. This means that air and soil 
samples taken from ground teams are invariably acquired 
from those regions of low or very low contamination.

The same result (expected low activity) is generally realized 
for routine air samples, even those taken from an effluent 

stack. This is because facility release limits are generally 
sufficiently low that the maximum possible public or envi-
ronmental dose consequence is a small fraction of normal 
background dose. In order to comply with facility limits, ef-
fluent content of any controlled radionuclides have to be 
low. In many cases, the dominant transuranic (TRU) re-
lease content is from resuspended fallout created by at-
mospheric weapons testing in the past century [8]. The 
purpose for most air samples is to prove that no release 
did occur so again, overwhelmingly, air samples for con-
trolled radionuclides have low to very low anthropogenic 
radionuclide content.

2.2	 WIPP event

On February 14 of 2014, a deflagration took place in a TRU 
drum sent to the WIPP for permanent disposal by the Los 
Alamos National Laboratory. The WIPP facility itself is 
a deep salt mine and the radiation monitoring system de-
tected the breach shifting the effluent airflow to a suite of 
high efficiency particulate air (HEPA) filters preventing 
a large environmental release. The system had a small leak 
due to industrial bypass filters designed for mining opera-
tions to divert the airflow which were not rated for nuclear 
operations (they were designed and built in the 1980’s pri-
or to modern nuclear standards for geological repository 
ventilation systems). The event took place while the regula-
tory compliant radiation monitoring system was function-
ing including on and offsite air sampling stations.

The resultant plume (along with offsite sampling stations 
labelled as pink flags) is shown in Figure 3. Here, the efflu-
ent stack was measured via representative sampling and 
so the plume was predicted using the national atmospher-
ic release advisory center (NARAC) modelling code allow-
ing comparison with offsite sampling stations [9].

2.2.1	 Source of the WIPP release

The release itself was comprised of a  nitric salt with 
around 7 curies of 241Am contained therein. The cause of 
the deflagration was eventually traced back to the use of 
organic kitty litter with the nitric salt based on a miscom-
munication of the words, “inorganic” with “an organic”. De-
tailed descriptions of the sequence of events culminating 
in the release can be found elsewhere [10].

2.2.2	 Air monitoring results

A graph of the predicted versus measured air concentra-
tion values from the WIPP event is provided in Figure 4 [1, 
6]. Here it is clear that at high airborne concentrations, 
excellent linear correlation is realized resulting in an al-
most unity correspondence. At lower concentrations 
however, a drastically larger relative deviation is clearly 
seen in Figure 4.
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Figure 3: Dose contours determined via NARAC from the WIPP release based on effluent assays which could then be correlated with field 
air sampling results. Inner locations for air sampling are represented by maroon flags labelled WIPP Far Field, WIPP East and WIPP South.

Figure 4: Plume projection predicted concentration as a function of empirical field assay values of the passing plume based on regulatory 
compliance air sampling infrastructure. Overestimates are also shown.

The linear correlation shown in Figure 4 does not include 
the pair of noted overestimates (blue squares). The agree-
ment seen at high concentrations largely forces the high 
correlation. The scatter at low concentrations is noted to 
vary by an order of magnitude relative to the expected val-
ue with apparent presence of positive bias in overpredict-
ing. Overpredictions will be shown later to be an expected 
event from small probability, large particle size radioaero-
sols being sampled.

3.	 Aerosol statistics

The shape parameter for an aerosol is based on its set-
tling velocity in ambient air when compared to a spherical 
droplet of water. The equivalent water droplet with the 
same settling velocity as the aerosol then fixes the mass 
median aerodynamic diameter (MMAD). Similarly, the ac-
tivity median aerodynamic diameter (AMAD) is used for 
defining respirable particle sizes which when inhaled can 
be incorporated into bodily fluids through the lung mem-
brane of the alveoli.

An equivalence between the MMAD and AMAD can be 
found only when a radioaerosol has a constant specific 
activity. If the entire particle has uniform radioactivity pre-
sent, then the activity will be directly proportional to the 
mass and so the reference diameter which gravitationally 
falls at the same rate as the standard droplets normalize 
them to have the same size distribution values of mode, 
median and mean as shown in Figure 5.

3.1	 Lognormal

The functional relationship describing the shape distribu-
tion of aerosols (Fig. 5) is given by Equation 1. Here, the ar-
gument of the exponential is a logarithmic abscissa and so 
a typical shape for a 5 μm MMAD aerosol is shown in Fig-
ure 5. Here, the skew is evident in that the parameter de-
scribing the shape equivalent of a  standard aerosol 
(MMAD or equivalently the AMAD) is far up into the tail and 
very different than the mode or median.
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Figure 5: Probability distribution of 5 μm AMAD particles as 
a function of their particle physical diameter [11]. Marked in the 
figure are many properties of potential significance in evaluating 
statistical properties of a  distribution from an aerosol with an 
AMAD of 5 μm. Other metrics shown in the figure for aerosol 
shape characterization are the surface aerodynamic mean 
diameter (SAMD) and the mass mean diameter (MMD, not the 
median) which use different properties of the aerosol as the 
weights in obtaining the average for a distribution.

The basic probability density function is approximated 
here by Equation 1 where more detailed physical interpre-
tations can be obtained elsewhere [12]. An example of 
such a distribution is shown in Figure 5 where a frequency 
distribution of various diameter related metrics are provid-
ed. Here, the mode (0.1 µm) is recognized to be less than 
half the median (0.23 μm) which is more than an order of 
magnitude below the effective mean or the mass median 
aerodynamic diameter (MMAD at 5 µm). It is the MMAD 
(effectively equivalent to the activity median aerodynamic 
diameter or AMAD) which is standardized based on set-
tling velocities compared to a monodisperse material such 
as water. This is important given the dependency on the 
effective shape distributions driven by conforming to Equa-
tion 1 relative to the total respirable fraction present. This 
can become much more complicated with multimodal dis-
tributions although these are assumed simple superposi-
tions of multiple lognormals.

3.1.1	 Health consequences

The drastic skew in particle size distributions of an aerosol 
(Fig. 5) can significantly affect the inhalation intake from in-
corporation into bodily fluids through transfer across the 
tissue interface of the lung alveoli. The respirable range is 
generally in the 0.1 to 5 µm range where most planar disc 
air sample filters have the largest variation in collection effi-
ciency as seen in Figure 2.

If the shape distribution peaks (has a mode) in the respira-
ble range where sampling efficiency demonstrates the 
largest variability (Figure 2), evolution in the peak location 
will only exacerbate the resultant health effect dispersion. 
This contributes to overall error but the true uncertainty 
has to also account for sampling statistics driven by the 
distributions following the form of Equation 1.

3.1.2	 Sampling statistics

By definition, a small number of aerosols sampled from the 
diameter distribution shown in Figure 5 will likely come 
from the mode. On average, half of these should be above 
the median which itself is just over double the mode. The 
dispersion in diameters sampled for a small sample num-
ber would then be expected to look like a Gaussian, cen-
tered between the mode and median in this sense.

The population however has members with sufficiently large 
diameters which cause the aerodynamic average to be more 
than an order of magnitude larger than either of the errone-
ous Gaussian approximations to the mode or median. Based 
on the frequency distribution seen in Figure 5, the probability 
of sampling a very large diameter particle is vanishingly small. 
If the activity of each aerosol particle is uniform throughout its 
volume, then the true sampling dispersion can become egre-
gious at best considering the effects of these very large par-
ticulates in the assay.

3.1.3	 Shape parameter dependencies

The shape of the distribution seen in Figure 5 is strongly de-
pendent on the geometrical standard deviation of the lognor-
mal. A family of curves for the lognormal having different 
shape parameters are shown in Figure 6 where each curve 
shown has the same integrated area (note both base axes are 
not linear in the traditional sense as log(x) is plotted as an axis).

Here the family of curves is normalized to have the same 
integral to highlight the large variation possible from a log-
normal distribution, specifically when they all have equiva-
lent probability interpretations. This results in each curve 
having a different mode, median and mean. The curves 
are graphed together along the sigma scale for display 
only and not intended to describe the expected distribu-
tion of any specific sample as real world distributions can 
be multimodal and dynamic.

3.1.4	 Monte Carlo modelling

A normal random variable of mean x  and variance σ2 is 

represented by N x ,σ 2( ). A normal random variable with 
zero mean and unity variance is represented by the sym-
bol N(0,1). This was used to create a lognormal distribution 
in the form of eN(0,1) such that it would have a mode of 
e-1=0.37 µm, a median of e0=1 µm, and a mean of e1/2=1.65 
µm. With this mean radius, the average diameter then be-
comes 3.3 µm which places it in the range of the most 
penetrating size for biological intake and so makes for 
a simplified mathematical example for consideration.

A random sampling from the eN(0,1) distribution was done us-
ing a generated normal random variable in Microsoft Excel to 
allow for simulating these effects. Doing this 1E6 times result-
ed in the overall distribution shown in Figure 7 where the in-
sets show the distribution’s appearance when displayed with 
differing logarithmic axes. The upper center inset has 
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a logarithmic abscissa resulting in an apparent normal distri-
bution. The upper right inset has a logarithmic ordinate axis 
showing the effect of the unique tail approximated by the 
Monte Carlo calculation.

Taking a random sample from a lognormal population distri-
bution will then result in a dispersion strongly dependent on 
sample number. As the sample number becomes large, the 
true lognormal distribution will by definition be observed. 
Smaller sets will appear normal demonstrating skew with in-
creasing sample size. Estimating this effect by simple Monte 
Carlo sampling from the population probability density func-
tion can provide a good estimate on these effects.

3.1.4.1	 Normal variance as a function of sample size

Due to the choice of a simplified distribution parameter 
set, the normal standard deviation as a function of sample 
size is σ n( ) then given by the expectation function 

σ n E x x( ) = −( )( )2  such that when σ n n( ) = 2 /  for the 

particle radii distribution. This means that at the upper 

95% confidence level (CL), the limit becomes 3 29. / n  
which relative to the defined mean (e.g. AMAD) value of x
=1.65 shows that there must be at least 4 randomly sam-
pled aerosol particulates to have a normal standard devia-
tion of 2. This may not seem terrible at first glance but note 
that the activity of a transuranic or similar radioaerosol will 
not scale with the radii but rather the radii cubed. With low 
particle numbers, this activity value becomes large, effec-
tively an order of magnitude.

A very relevant question then becomes the effect of those 
instances when a low probability aerosol of a large diame-
ter is sampled from the distribution given that very large ra-
dii are possible from this very simple distribution (>20 µm, 
Figure 7, eN(0,1)). Here, the activity (or mass) scales with the 
effective radius cubed. A singe 2.2 µm radius particle will 
have 10 times the activity of a single 1 µm radii particle. 
Likewise, a 1 µm radius particle will have 1000 times the 
activity of a 0.1 µm particle. More egregious cases could 
be considered (e.g. multimodal distributions etc.) but the 
salient point is that this is truly an independent dispersion 
source in the overall assay results.

4.	 Discussion

Applications of this work in treaty verification and plume 
monitoring demonstrate how plume density or activity 
measurements will have large dispersion from penum-
bra samples where particulate density is low or very 
low. Unless the aerosol itself is not homogenous in 
composition, this will only effect integrated activity or 
centerline projection estimates. The key facet in aerosol 
physics directs that the dispersion mechanisms do not 
change the average as a whole but only the variance of 
that mean if more common statistics (normal or Pois-
son) are assumed. Correspondingly, a  small sample 
number from low concentration air will be expected to 
have very high dispersion as seen empirically from his-
torical air monitoring assays when the sampled particu-
late number is small [13].
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The key finding here considers that the Poisson dispersion 
in air filter assays may actually prove to be an insignificant 
contribution to the overall uncertainty in the characteriza-
tion effort of any airborne contamination events. The ex-
tent to which this dispersion plays a role will be dependent 
on a product of the sample volume and actual airborne 
contamination concentration as this will scale the number 
of particles acquired on the filter media. Assays of high ac-
tivity samples will not be subject to this additional disper-
sion effect to the same extent as the low activity samples 
and so can be considered accordingly.

The functional dependence of particle size distributions 
was demonstrated using a mathematically simplified distri-
bution scaled to have relevance to radiological risk scenar-
ios for aerosol assay. More egregious cases could be con-
structed as done elsewhere [6] although clearly, less 
egregious cases could also be constructed and consid-
ered realistic for potential real world applications in opera-
tional health physics scenarios. The moderate approach 
utilized here was offered as an insightful perspective into 
the effects from particle size distributions in final assay re-
sults and their interpretations.

5.	 Conclusions

This work has shown that the true dispersion in most radi-
oaerosol samples can potentially be orders of magnitude 
larger than the uncertainty ascribed only from Poisson 
counting errors in the sample assay. Interpretations which 
require quantitative estimates of the radiological concen-
tration then are subject to additional uncertainty terms 
which have not historically been considered when charac-
terizing radiological air sample assay results.
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Abstract:

The control of strategic trade has been set up 
progressively in the past five decades as a barrier against 
the diffusion of sensitive materials, components and 
technologies, which could be used for the proliferation of 
nuclear, biological and chemical weapons of mass 
destruction and their means of delivery.

The result has been a continuously evolving multi-layered 
reg ime which compr ises t reat ies,  inte rnat iona l 
agreements, UN Security Council Resolutions, embargo 
measures and national laws. In particular, nuclear export 
controls and international safeguards have developed in 
parallel in phases triggered by major international events, 
which showed that the insufficient scope of the controls 
existing at that time, as well as the legal framework’s 
loopholes could be exploited to acquire sensitive goods. 
Although not implementing export controls, the IAEA 
benefits from their existence and from the inclusion of 
Model Additional Protocol’s requirements related to its 
Annexes I and II that also provide background information 
for IAEA’s verification activities.

The paper reviews the background and key aspects of 
strategic export controls, discussing their contents and 
relevance to countering the proliferation of weapons of 
mass destruction as well as the synergies with nuclear 
safeguards, describing challenges and open issues.

Keywords: export control; nuclear safeguards; non-prolif-
eration; dual-use; strategic trade

1.	 Strategic export control and nuclear 
safeguards

Strategic export control is a barrier against proliferation 
called for by United Nations Security Council Resolution 
1540 [1], aiming to limit the unauthorized access to strate-
gic technology and goods.

Export control and nuclear safeguards developed in paral-
lel, as two intimately linked elements of the non-prolifera-
tion framework. This link is evident in both the Non Prolifer-
ation Treaty [2] and the Nuclear Suppliers Group (NSG) 
Trigger List guidelines [4]:

•	The Non Proliferation Treaty’s Art. III.2. subjects the ex-
port of nuclear items to international safeguards

•	Safeguards are a condition of supply for nuclear goods 
also clearly stated by the Nuclear Suppliers Group's Trig-
ger List guidelines [4, Art. 4].

1.1	 The Non-Proliferation Treaty (NPT)

The close relationship between export control and nuclear 
safeguards is clearly visible in the NPT Article III.2’s re-
quirement for safeguards as a principal condition of the 
supply of nuclear items:

Each State Party to the Treaty undertakes not to 
provide: (a) source or special f issionable 
material, or (b) equipment or material especially 
designed or prepared for the processing, use or 
production of special fissionable material, to any 
non-nuclear-weapon State for peaceful 
purposes, unless the source or special 
fissionable material shall be subject to the 
safeguards required by this Article.

The need to interpret the term “especially designed or pre-
pared for” components led to the formation of the NPT Ex-
porters’ (or Zangger) Committee, which could not come 
up with a definition but instead identified a list of key nucle-
ar fuel cycle items. The resulting “Trigger List” (i.e. a list of 
equipment and facilities “triggering” the need for safe-
guards) and guidelines for the supply were communicated 
to Member States by the IAEA in INFCIRC/209 latest revi-
sion is reported in [6].

1.2	 The Nuclear Suppliers Group (NSG)

In line with the NPT provisions, many steps were undertak-
en for the development of international nuclear safeguards, 
with the objective of “preventing diversion of nuclear ener-
gy from peaceful uses to nuclear weapons or other nucle-
ar explosive devices. […] The safeguards […] shall be ap-
plied on all source or special fissionable material in all 
peaceful nuclear activities within the territory of such State, 
under its jurisdiction, or carried out under its control any-
where.” (NPT, art. III.1).

The effort led to the definition of a Comprehensive Safe-
guards Agreement (CSA – INFCIRC/153) defining how 
IAEA safeguards would be implemented in NPT States in 
compliance with the NPT Article III.1

The Indian “peaceful nuclear explosion”, in 1974 showed 
that, notwithstanding the entry into force of the Non 
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Proliferation Treaty, various countries had anyway exported 
nuclear technology to India, a non-signatory to the Treaty.

To address this gap, a group of nuclear supplier states de-
cided to form the “Nuclear Suppliers Group (NSG)” [3] 
which, like the Zangger Committee, also issued additional 
Guidelines in 1978, published as INFCIRC/254/Part 1 and 
including an extended Trigger List [4].

The NSG has been quite active since its establishment, 
growing its membership to the current 48 Participating 
Governments, plus the European Commission as 
observer.

The results of its work are two distinct NSG guidelines, re-
spectively the:

•	“Guidelines for nuclear transfers” setting the conditions 
for transfers of nuclear items (i.a. nuclear safeguards and 
physical protection requirements) and containing two 
annexes, where Annex B contains the Trigger List (TL)

•	“Guidelines for transfers of nuclear-related dual-use 
equipment, materials, software and related technology”, 
containing in annex the Dual-Use List (DUL) [5]

The creation of the second set of guidelines covering dual-
use equipment was decided in 1992, after the discovery of 
the covert Iraqi nuclear programme, supported also by the 
illicit import of non-Trigger List goods and technology.

2.	 International Safeguards framework

The discovery of undeclared proliferation activities in Iraq 
in 1991 was also a turning point for what concerns the in-
ternational safeguards framework.

After having implemented Comprehensive Safeguards 
Agreements (CSA) with a focus on declared nuclear mate-
rial at declared facilities for decades, the discovery of the 
Iraqi military nuclear programme in the 1990s led the IAEA 
and its Member States to start a paradigm shift for the im-
plementation of NPT safeguards, from both a legal and 
practical point of view. From a legal point of view, the intro-
duction in 1997 of the “Model Protocol Additional to the 
Agreement(s) between State(s) and the International Atom-
ic Energy Agency for the Application of Safeguards” (AP - 
INFCIRC/540) [7] expanded the set of information the 
State transmits to the Agency under their reporting obliga-
tions and expanded the verification toolkit at the IAEA dis-
posal to exclude the presence of possible undeclared nu-
clear material and activities in a State.

2.1	 Model Additional Protocol

The Additional Protocol’s Article 2.a. requires that States:

....... shall provide the Agency with a declaration 
containing:

(i) A  general description of and information 
specifying the location

of nuclear fuel cycle-related research and 
development activities

not involving nuclear material…

and

…

(iv) A description of the scale of operations for 
each location engaged

in the activities specified in Annex I  to this 
Protocol.

Annex I lists fifteen key nuclear fuel cycle related activities:

	 i.	 The manufacture of centrifuge rotor tubes 
or the assembly of gas centrifuges.

	 ii.	 The manufacture of diffusion barriers.

	 iii.	 The manufacture or assembly of laser-
based systems.

	 iv.	 The manufacture or  assembly  of 
electromagnetic isotope separators.

	 v.	 The manufacture or assembly of columns 
or extraction equipment.

	 vi.	 The manufacture of  ae rodynamic 
separation nozzles or vortex tubes.

	 vii.	 The manufacture or assembly of uranium 
plasma generation systems.

	 viii.	 The manufacture of zirconium tubes.

	 ix.	 The manufacture or upgrading of heavy 
water or deuterium.

	 x.	 The manufacture of nuclear grade 
graphite.

	 xi.	 The manufacture of flasks for irradiated 
fuel.

	 xii.	 The manufacture of reactor control rods.

	 xiii.	 The manufacture of criticality safe tanks 
and vessels.

	 xiv.	 The manufacture of irradiated fuel element 
chopping machines.

	 xv.	 The construction of hot cells.

2.a.(i) allows the IAEA to identify those research activities 
which carry out potentially sensitive and relevant research, 
which could be transferred “intangibly” violating the export 
control provisions (Intangible Transfers of Technology). 
These R&D sites would not appear in the declarations un-
der 2.a.(iv) because not linked to the actual presence of 
nuclear material and can therefore be captured by the re-
quirement of 2.a.(i).

The AP also requires export declarations of “Trigger list” 
items (see above NSG) listed in its Annex II, related to nu-
clear activities listed in Annex I.



62

ESARDA BULLETIN, No. 60, June 2020

Annex B item Title Since Year
1.8 Nuclear reactor internals1 Rev. 3 1997

1.9 Heat exchangers Rev. 3 1997

1.10 Neutron detectors Rev. 3 1997

1.11 External thermal shields Rev. 12 2013

3.5 Neutron measurement systems for process control Rev. 12 2013

5.2.1.c Solidification or liquefaction stations Rev. 12 2013

5.2.3 Special shut-off and control valves Rev. 9 2007

6.8 Complete heavy water upgrade systems or columns therefor Rev. 3 1997

6.9 NH3 synthesis converters or synthesis units Rev. 12 2013

7.1.9 Especially designed or prepared systems for the conversion of UO2 to UCl4 Rev. 4 2000

Table 1: Items part of the NSG Trigger List (Annex B of INFCIRC/254 Part 1, as of Revision 14 of 2019), which are not listed as such in 
Annex II of the Additional Protocol (INFCIRC/540c), with their year and revision of appearance in the Trigger List. The table does not 
contain items that have only been amended (e.g. code, title, text) in the Trigger List since 1995.

1	 Only mentioned in the Explanatory Note to item 1.2 (Reactor pressure vessels) in Annex II of the Additional Protocol

Art. 2.a.(ix) of the AP requires that States:

…shall provide the Agency with a declaration 
containing the following information regarding 
specified equipment and non-nuclear material 
listed in Annex II:

For each export: the identity, quantity, location 
of intended use in the receiving State and date 
… of export;

Upon specif ic request, conf irmation as 
importing State of information provided by 
another State concerning the export of such 
equipment and material

Annex II lists the items contained in the NSG Trigger List 
(INFCIRC 254/Part 1) available in 1995 (Rev. 2). Unfortu-
nately, the AP Annex II list has not been amended thereaf-
ter, unlike the NSG TL, amended already several times (the 
current version being Rev. 14 of 2019). This fact creates 
discrepancies to exporters and authorities which is ad-
dressed in various practical ways as outlined in [8,9].

The States or other organizations depending on the coun-
tries’ attribution of competences (e.g. EURATOM for some 
European Union Member States), are responsible for re-
trieving AP-related information and provide it to the IAEA 
along with the CSA-related and other required declara-
tions. The experience of some ESARDA members with the 
activities and export declaration provisions of the AP is 
summarised in [10].

2.2	 State Level [safeguards] Approaches

From a practical point of view, building on both CSAs and 
the AP, the current IAEA nuclear safeguards framework 
(the so-called State Level Concept –SLC) foresees the ap-
plication of “State Level [safeguards] Approaches” (SLA), 

uniquely tailored to each State, with the objective to detect 
any NPT non-compliance, spanning from detection of di-
version of declared nuclear material to the detection of un-
declared nuclear activities at undeclared sites.

For the design and conception of a SLA (Figure 1), the 
IAEA evaluates all the possible routes to achieve weapons-
useable material in a given State through the application of 
Acquisition Path Analysis (APA). In order to assess the 
plausibility of each proliferation path, the Agency evaluates 
its potential time to completion, which in turn depends, in-
ter alia, on the State’s technical and industrial capability.

Figure 1: Flow chart of processes supporting State-level 
safeguards implementation, adapted from [11].

2.3	 SLA Acquisition Path Analysis

An acquisition path is defined as a sequence of activities 
which a State could consider in order to acquire a Signifi-
cant Quantity of weapons usable material. The APA is a key 
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element of the SLC. By considering the State’s nuclear pro-
file, the APA generates a list of acquisition paths ranked by 
their attractiveness for the State. The acquisition path analy-
sis (APA) analyses all conceivable acquisition paths, retain-
ing only those that could be completed within a short peri-
od, aiming to optimise the design of sets of safeguards 
measures focusing on the critical (more plausible) paths, 
while maintaining the desired efficiency and effectiveness 
standards. Currently, this process is mainly based on expert 
judgment. However, comprehensive guidance is available, 
since the IAEA’s requirements state that APA must be ob-
jective, reproducible, transparent, standardized, document-
ed and as a result non-discriminatory [12].

Within the APA, the information and insights coming from 
the export control regime and the trade analysis of dual-
use and non-dual-use goods and equipment has the po-
tential to play a very important role in understanding the 
technical and industrial capability of a State and the di-
rection in which it is evolving. Together with all the other 
information and analyses performed by the IAEA, these 
insights enable a more effective acquisition pathway anal-
ysis and therefore a more efficient design of the SLA.

A central tool at the IAEA’s disposal to support the identifi-
cation and the characterization of acquisition paths in 
a State’s nuclear fuel cycle is the Physical Model [13]. The 
Physical Model is a full description of the nuclear fuel cy-
cle, internal to the IAEA’s Department of Safeguards, sub-
divided into several volumes. It contains indicators (materi-
als, equipment, technology, observables) of nuclear 
activities with different degrees of strength. Some material 
and equipment indicators are linked with explicit referenc-
es in the text to controlled items and, through e.g. NSG 
Handbooks, to Harmonised System’s customs codes.

Whereas the detection of exports of Trigger List items to 
a State where the nuclear activity using these items is not 
declared to the IAEA would clearly indicate covert nucle-
ar activities, the export of dual-use items is more difficult 
to put in relation to undeclared activities. Nevertheless, 
the dual-use items contained in the Nuclear Suppliers 
Group’s Guidelines are part of, and referenced in the 
IAEA’s Physical Model. Tracing transactions based on 
customs commodities is one of the detection activities 
performed by IAEA as part of their verification process, 
and dedicated tools have been developed by the JRC to 
facilitate this [14].

3.	 Strategic Trade Control related sources 
of Information

The IAEA does not implement export controls, but benefits 
from their existence.

Besides the data formally due by States and collected dur-
ing regular inspection activities, the IAEA makes wide use 
of various sources of information to detect potential indica-
tors of undeclared nuclear material and activities, and for 
States with an AP in force, be able to derive broader con-
clusions on the absence of undeclared nuclear material 
and activities.

Apart from regular open-source information, these include 
trade data analysis, based on customs data, together with 
the analyses of actual and attempted covert procurement 
for nuclear-related goods (both single and dual-use) – in-
formation which is received from States and their compa-
nies on a voluntary basis [15]. Cross-matching the declara-
tions with data sources used in verification may provide 
red flags that require further assessment.

Figure 2: Matching State’s declarations and verification activities



64

ESARDA BULLETIN, No. 60, June 2020

The strategic export control framework not only provides 
an important barrier to proliferation, it also helps generat-
ing data instrumental to the verification process. The fol-
lowing paragraphs describe some of the potential sources 
of information within the strategic export control 
framework.

3.1	 Strategic Trade Data

For the analysis of strategic trade data, analysts can use 
international trade databases, which are provided by sev-
eral web services; notably, under WTO rules, almost all 
States provide data on their imports and exports in thou-
sands of commodities to UN Comtrade. Export-con-
trolled items listed in regulatory documents represent 
a limited amount of the international trade volume cov-
ered by trade databases, which include all commodities.

As previously seen, Trigger List or dual-use items can be 
associated to specific parts of the nuclear fuel cycle. In or-
der to acquire additional information on a State’s nuclear-
related trade, the selected items’ Harmonized System 
codes can then be obtained, by which trade data can be 
retrieved from data providers [14].

The process is complicated by the fact that the commodities’ 
categorisations used by licensing (e.g. the EU dual-use con-
trol list [16, 17]) and customs (Harmonized System) differ and 
the correlation between the two datasets is not one-to-one.

3.2	 Denied export authorisations

Although the members of the regimes and the EU member 
states among them, exchange information about denied 
export authorisations, these are not directly available to the 
IAEA. The associated information may be relevant to verifi-
cation activities, also for dual-use items not directly nucle-
ar-related, including catch-all clauses on non-listed items.

3.3	 Intangible Technology Transfers

Technology according to the NSG guidelines is the knowl-
edge needed to perform an activity. Like items, components 
and materials, also software and technologies are subject to 
export authorisations and may be a proof of illicit transfers 
and undeclared activities. However, software and technolo-
gy’s export declarations are not included in AP’s Annex II.

Although the availability of technology (and software to 
model, assist the processes) may be described in associa-
tion to AP Annex I’s list of activities, their transfer to third 
country’s entities is therefore not due to be declared to 
IAEA. We have therefore an inconsistency and distortion 
with respect to the national export control systems and 
NSG guidelines.

In the Additional Protocols of the NWSs, there are however 
provisions to report to the IAEA nuclear fuel cycle-related 

research and development in cooperation with NNWSs 
[Ref: INFCIRC/263/Add.1, INFCIRC/288/Add.1, INF-
CIRC/290/Add.1, INFCIRC/327/Add.1, INFCIRC/369/Add.1, 
INFCIRC/754/Add.6] – which to some degree cover intan-
gible technology transfers. Also, the model AP Article 2 a. 
(i) requires States to report NFC-related R & D, and these 
declarations often include R& D conducted in cooperation 
with entities in other States.

Linked to this, also the on-site provision of technical assis-
tance and associated technology transfer is subject to na-
tional authorisation, although for the time being the EU ex-
port control framework still has it as a Joint action process 
separate from the dual-use export control requirements.

Technical assistance is also an activity performed by the 
IAEA itself through its Technical Cooperation programme, 
and can constitute an additional source of indicators for 
third countries.

4.	 Compliance and procurement outreach

The implementation of strategic trade controls and nuclear 
safeguards can be effective only relying on informed, 
aware, collaborative and complaint suppliers and export-
ers. For this reason also, the IAEA encourages suppliers to 
provide information on procurement attempts for nuclear-
related (dual and single use) goods, what constitutes a val-
uable source of information to enable the early detection of 
potential undeclared nuclear activities.

Export compliance is a two way process and public au-
thorities should promote an engaging and trusted relation-
ship with the exporters that can be facilitated by an effec-
t ive outreach strategy and open contacts and 
communication with the exporters. Industry can apply due 
diligence procedures and develop Internal Compliance 
Programmes (ICPs) as one of the most effective ways in 
addressing proliferation risks and ethical sensitivities, also 
besides those foreseen in the law.

The supply chain diversity presents threats and complex-
ities. Nuclear exporters are willing to comply but chal-
lenges like the illustrative character of the TL may create 
interpretation issues. Some States interpret it as an indic-
ative list while others consider that TL export controls 
only apply to the items specifically mentioned on the list.

More broadly, interpretation issues and “catch-all” con-
trols relate not only to dual-use items originating from the 
Nuclear Suppliers Group, but also from all the interna-
tional export control regimes [18,19,20,21], included for 
the EU in the dual-use control list published every year as 
Delegated Act [16], amendment to the EU Dual-use Reg-
ulation’s Annex I [17], and adopted also by several non-
EU countries.
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Governments should strive to apply controls consistently 
without interfering with legitimate business or distort com-
petition. This needs to take into account complex supply 
chains involving several actors (suppliers, clients, brokers, 
shippers, sub-contractors, banks, research, consultancy 
and others).

Certain emerging technologies may also provide opportu-
nities with regards to export compliance. Modern ap-
proaches like Distributed Ledger and Blockchain could fa-
cilitate the logistics and document access all along the 
supply chain thus improving the processes and speeding 
up shipments across the controls [22].

Increased and smarter awareness is a key to a successful 
control of possible sensitive transfers, avoiding also to un-
duly hinder research and development, as well as legiti-
mate trade.

5.	 Conclusions

The paper revisited the parallel evolution of international nu-
clear safeguards and export controls, underscoring once 
more their close and complementary relationship, which 
should be continuously reinforced in order to more efficient-
ly counter nuclear proliferation in violation of the NPT.

The various components of the safeguards and export 
control framework all contribute to the prevention and veri-
fication of the absence of undeclared nuclear activities po-
tentially aiming at the development of nuclear weapons 
and means of delivery.

Various declarations are due to IAEA and EURATOM, and 
sources of independent information can help identifying 
anomalies and inconsistencies, whenever made available.

In the framework of the Additional Protocol (AP), informa-
tion is exchanged with the IAEA about real exports of nu-
clear technology. Additionally the IAEA has arrangements 
with some States to exchange information about refused 
export control licenses. This provides the IAEA with the 
possibility to detect at an earlier stage illicit trafficking net-
works. However, monitoring technology transfers by intan-
gible means poses its own set of problems.

Countries with an Additional Protocol in force are inherent-
ly more safeguarded and thus having an AP in force mini-
mizes proliferation risk, making positive export licensing 
decisions easier to make. The existence of an AP is also 
a key instrument for the IAEA to use to derive State Level 
conclusions.

The reporting requirements to IAEA do not cover supply of 
Trigger List technology, as there are no physical exports, 
nor customs declarations to complete. States may anyway 
report also such transfers, where they are known, on a vol-
untary basis.

The role of suppliers and exporters is crucial to the suc-
cess of the system, at the same time safeguarding legiti-
mate trading activities from unnecessary burden and de-
lays. Collaboration and exchanges with suppliers is key to 
def ining complete and workable guidel ines and 
procedures.

The ESARDA Export Control Working Group – bringing to-
gether various stakeholders, including representatives of 
larger nuclear industries, authorities, universities, research 
institutes and NGOs – provides a multi-disciplinary open 
forum to exchange views for the potential benefit of safe-
guards and export controls. Exchanges on this subject are 
also taking place with INMM, supported by discussions at 
symposia and joint meetings that could hopefully intensify 
further in the future.
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