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Executive Summary 
 

The IAEA has requested that the accepted principles of best practice for the use of 

radiometric modelling codes, in the Non Destructive Assay (NDA) field of the 

nuclear industry, should be documented.  These include various code types, from 

discrete ordinate and Monte Carlo transport codes, to reactor physics “burnup codes”.  

In the nuclear industry, these codes are used for a variety of application domains 

including nuclear material safeguards, to waste assay and environmental remediation. 

 

The intention of this guide, by documenting best practice, is to both provide 

confidence for technical, management and regulatory staff, in the validity of the 

results of modelling codes, and provide a convenient knowledge base for technical 

staff in this highly specialist field. 

 

A specialist group of experts was convened under the auspices of the ESARDA NDA 

working group, seeking specialist input from recognized experts in the industry as 

appropriate. 

 

The resulting “good practice guide” is not intended as an exhaustive, prescriptive 

document.  Rather, it is hoped that practitioners, managers and regulators, can use the 

document to provide guidance as to acceptable practices governing the use of these 

specialist codes.  It should be noted that some degree of prior familiarity with the 

physics, codes, modelling techniques and applications is assumed; the guide is not 

suitable for a complete novice. 

 

Following introductory remarks, scope and overview of modelling methods the bulk 

of the guide is contained in 7 targeted sections.  These set out good practice associated 

with key aspects which are: 

 

Problem definition, 

Benchmarking / validation, 

Training / competency, 

Quality Assurance, 

Nuclear Data, 

Physics treatments, 

Uncertainties. 

 

A reference list is provided allowing the reader to explore specific aspects in detail.  

For ease of reference an Appendix summarising important basic nuclear data is 

provided. 

 

It is concluded that modelling tools are well developed and in widespread use and, 

properly applied are powerful and accurate.  It is anticipated that the state of best 

practice will continue to evolve. 
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1 Glossary 
 

The following terms are used in this document: 

 

Analytical codes 

 

 

 

Codes which use analytical techniques to model a radiation 

transport problem, based on using equations to model the effects 

of the sample material on the radiation transport. 

 

Benchmarking 

 

 

 

Measurements or experimental tests carried out under reference 

conditions to produce results against which the results of 

measurements or tests carried out under other conditions may be 

compared. 

 

Systematic Bias 

 

 

A deviation that produces a consistent (repeatable) deviation from 

the true value in a given situation.  

 

Burn-Up codes 

 

See Reactor Physics Codes 

 

Calibration 

 

 

 

 

 

 

Procedure to establish a quantitative relation between the response 

of an instrument and the quantity to be measured. Performed by 

using analytical techniques, measurements or computer modeling 

involving one or more reference standards and / or validated 

computer codes and interpretational models, under a set of 

reference conditions. 

 

Calibration Factor 

 

 

Reciprocal of response. Factor by which a reading is multiplied to 

obtain the quantity being measured. 

 

Central Limit Theorem 

 

 

 

A statistical theorem which states that the sampling distribution 

curve that results from combining many independent variates will 

be centered on the population parameter value and it will have all 

the properties of a normal distribution. 

 

Confidence Level 

 

 

A number expressing the degree of confidence in the result; 

usually expressed as confidence band in terms of a percentage or 

as a number of standard deviations. 

 

Coverage Factor 

 

 

A number that is multiplied by the combined standard uncertainty 

to give an expanded uncertainty for a given confidence level. 

 

Depletion Codes 

 

See Reactor Physics Codes 

 

Error 

 

A deviation from the true value, normally brought about as a 

result of an incorrect or uncertain calculation or interpretation of a 

measurement. 

 

Expanded Uncertainty 

 

 

The standard uncertainty (or combined standard uncertainty) 

multiplied by a coverage factor for a given confidence level. 
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Gamma  Spectrometry 

 

A radiological assay technique involving the identification and 

quantification of / radionuclides by analysis of the pulse height 

distribution (spectrum) recorded in a detector. 

 

Hard modeling 

application 

Sometimes also referred to as Absolute. 

Refers to application of modeling tools where the modeling is 

used to directly calculate a result, without recourse to 

normalization against any measurement result. 

 

Interpretational Model 

 

 

 

 

An algorithm embodying a set of equations and approximations / 

assumptions, that is used to convert calculated or measured 

individual parameters, into a directly measurable response 

parameter. 

 

Matrix 

 

 

 

 

The material surrounding or holding the substance being assayed. 

This material may significantly affect the response of the system 

by attenuation, absorption and other effects on radiation emerging 

from or entering the substance. 

 

Measurand 

 

A directly measured quantity. 

 

Monte Carlo 

 

 

 

 

A family of computer modeling codes that directly simulates the 

behaviour or particles by modeling the physical scattering / 

absorption behaviour, to predict the results of measurable 

quantities. 

 

Non-Destructive Assay 

 

 

 

 

The observation of spontaneous or stimulated (induced) 

radioactive emissions, interpreted to estimate the amount of one or 

more nuclides of interest in the item being assayed, without 

affecting the physical or chemical form of the material, and 

without opening the container. 

 

Passive Neutron 

Coincidence Counting 

 

A technique that counts bursts of neutrons, for example as time-

correlated pairs, usually deployed in Non Destructive Assay to 

quantify Pu. 

 

Passive Neutron 

Multiplicity Counting 

 

A variant of Passive Neutron Coincidence Counting in which data 

on the number of neutrons detected together in a burst, is retained. 

 

Precision A measure of the reproducibility of a measurement / calculation 

result comprising contributions from repeatability of the 

measurement / calculation and random counting / modeling 

statistics. 

 

Random uncertainty 

 

 

 

The uncertainty for a parameter for which an individual measured 

value lies within a distribution that contains the expectation value 

formed over repeat measurements (Type A uncertainty). 
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Reals 

 

 

The directly measured output quantity of a passive neutron 

coincidence counter based on shift register time analysis. 

 

Reactor Physics Codes 

 

 

 

 

 

Commonly also referred to as “Burn-up codes”, “Depletion 

codes” or “inventory codes”.  Used to simulate the behaviour of 

materials in a reactor environment, and calculate the resulting 

inventory of radionuclides in the fuel / other reactor components. 

 

Reference Standard 

 

 

 

 

 

 

A physically and chemically stable item for which the attributes of 

interest are well-characterised and traceable to primary standards, 

and for which the other properties affecting the measurement 

technique are known. Reference standards are used in a 

measurement system to establish the relationship between the 

basic instrument response and the attribute(s) of interest 

 

Repeatability 

 

 

 

Intrinsic instrument variability – a measure of the agreement 

between repeated measurements of the same quantity under 

unchanged conditions of measurement. 

 

Reproducibility 

 

 

A measure of the agreement between repeated measurements of 

the same quantity under changed but replicated conditions of 

measurement. 

 

Response 

 

 

The ratio of the observed reading of an instrument to the true 

value of the quantity producing that reading. 

 

Soft modeling 

application 

 

 

 

Sometimes also referred to as Relative. 

Refers to application of modeling tools where the modeling is 

used to infer the result by taking ratios against directly measured 

quantities. 

 

Standard Deviation 

 

The positive square root of the variance. 

 

Standard Uncertainty 

 

 

Uncertainty of a measurement expressed as a margin equivalent to 

plus or minus one standard deviation. 

 

Stochastic 

 

 

Description of a process whereby the value is subject to inherent 

random variability. 

 

Systematic uncertainty 

 

 

An uncertainty that is represented by a constant bias or off-set, for 

a measured value compared to the true value under a given 

condition. 

 

Total Measurement 

Uncertainty 

A combination of the evaluated precision and bias terms, to 

express the total uncertainty on a measurement or calculation 

result.  The Total Measurement Uncertainty is normally expressed 

at a defined confidence level, commonly at 95 %. 
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Traceability 

 

 

 

The ability to relate measurements to appropriate national or 

international standards through an unbroken chain of calibrations 

carried out in a technically sound manner. 

 

Type A uncertainty 

 

An uncertainty that can be evaluated using statistical means, from 

replicate measurements. 

 

Type B uncertainty 

 

An uncertainty that must be evaluated using non-statistical means. 

Uncertainty 

 

 

 

Parameter, associated with the result of a measurement, which 

characterises the dispersion of the values that could reasonably be 

attributed to the quantity being measured. 

 

Variability 

 

 

 

The inherent variation associated with the measurement / 

calculation system and its environment.  Also refers to stochastic 

variations. 

 

Variance 

 

 

 

A term used to describe the dispersion of a set of observations 

with respect to its arithmetic mean. Equal to the mean square 

deviation from the arithmetic mean. 
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The following acronyms and symbols appear in this document: 

 

 
 

 

Ratio of random-to-spontaneous fission neutron production rates for non-

multiplying plutonium bearing material 

 

AWCC 

 

 

 

Active Well Coincidence Counting: a neutron technique based on discriminating 

between neutrons from fission induced by an external source and the interrogating 

radiation (random neutrons).  Sometimes known as ANCC (Active Neutron 

Coincidence counting) 

 

BWR 

 

Boiling Water Reactor 

 

CPU 

 

Central Processing Unit 

 

DG-TREN 

 

Euratom Safeguards Inspection department: 

Directorate General for Transport and Energy 

 

DXTRAN 

 

A technical term used in relation to a specific type of variance reduction featured 

within the MCNP code. 

 

ENDF 

 

Evaluated Nuclear Data File 

 

Ε 

 

Efficiency of detector system 

 

FOM 

 

Figure Of Merit 

 

HEU 

 

Highly Enriched Uranium (normally meaning having a 
235

U proportion greater 

than 20 %). 

 

HPGe 

 

High Purity Germanium used for gamma-ray detection and energy measurement 

 

IAEA 

 

International Atomic Energy Agency 

 

JEFF 

 

Joint Evaluated Fission and Fusion File 

 

JENDL 

 

Joint Evaluated Nuclear Data Library 

 

ILW 

 

Intermediate Level Waste 

 

FDET 

 

Fork Detector Irradiated Fuel Measuring System 

 

FORK 

 

Safeguards detector used for spent fuel burnup measurement 

 

JRC 

 

Joint Research Centre 

 

LLD 

 

Lower Limit of Detection 

 

LLW 

 

Low Level Waste 
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LWR 

 

Light Water Reactor 

 

meff 

 

Effective 
240

Pu mass of plutonium (or other nuclear material) 

 

ML 

 

Neutron leakage multiplication 

 

MOX 

 

Mixed (plutonium and uranium) Oxide – a reactor fuel type 

 

NaI(Tl) or 

NaI 

 

Thallium-activated sodium iodide (a scintillator material used for gamma-ray 

detection and energy measurement) 

 

NDA 

 

Non Destructive Assay 

 

NMA 

 

Nuclear Material Accountancy 

 

PDF 

 

Probability Density Function 

 

PERLA 

 

“Performance Laboratory” at Joint Research Centre (JRC) / Ispra 

 

PNCC 

 

 

 

Passive Neutron Coincidence Counting: a neutron technique based on 

discriminating between time-correlated neutrons from spontaneous fission 

materials and single neutrons from other sources 

 

PNMC 

 

 

 

Passive Neutron Multiplicity Counting: a neutron technique based on the 

measurement of singles, double coincidences and triple coincidences of neutrons 

emitted from sample 

 

PWR 

 

Pressurised Water Reactor 

 

240Pueq or 
240Pueff 

 

240
Pu equivalent mass (or 

240
Pu effective mass) 

 

R&D 
 

Research and Development 
 

SF 

 

Spontaneous fission 

 

SNF Spent Nuclear Fuel 

 

SNM 

 

Special Nuclear Material 

 
totalPu,  

totPu or 

Putotal 

 

Total plutonium mass 

 

TMU 

 

Total Measurement Uncertainty 

 



10 

VLRM 

 

Very Low level Radioactive Material 

 

VOV 

 

 

Variance Of the Variance (a term used in statistical analysis of Monte Carlo 

modeling results) 

 

VVER 

 

“Voda-Vodyanoi Energetichesky Reaktor” 

(Russian equivalent for PWR reactor) 
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The following established modeling and data analysis codes are cited in this 

document. 

 

AMPX Nuclear data / processing code 

ANISN Discrete ordinates radiation transport code 

CEPXS Discrete ordinates radiation transport code 

CESAR Reactor Physics code 

DANTSYS Discrete ordinates radiation transport code 

DOORS Discrete ordinates radiation transport code 

DORT Discrete ordinates radiation transport code 

EGS4 Monte Carlo code 

FISPIN Reactor Physics code 

FLUKA Monte Carlo code 

FRAM Gamma ray analysis code for plutonium and uranium isotopics assay 

GAMMASHIELD Software for calculating gamma ray attenuation 

IGA Software for the determination of actinides isotopics 

ISOCS Software for calculating gamma ray attenuation and gamma detector 

efficiencies 

 

ISOTOPIC Software for calculating gamma ray attenuation  

ITS Monte Carlo code 

KENO Monte Carlo code (used for criticality calculations) 

LAHET Monte Carlo code 

MCBEND Monte Carlo code 

MCNP Monte Carlo code 

MCNP-PTA Variant of MCNP  used for simulating neutron pulse trains 

MCNP-REN Variant of MCNP used for simulating NDA counting systems 

MCNP-VISED Visualisation software for MCNP 

MERCURE A dose-rate modelling program. 

Version 6 is distributed by Canberra through the MERCURAD human 

graphical interface. 

 

MORSE Monte Carlo code 

MGA Gamma ray analysis code used to determine plutonium isotopics 
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MGA-U Gamma ray analysis code used to determine uranium isotopics 

MONK Monte Carlo code 

MORSE Monte Carlo code 

NJOY Nuclear data / processing code 

ORIGEN Reactor Physics code 

PARTISN Discrete ordinates radiation transport code 

SCALE Nuclear data / processing code 

SOURCES Nuclear data / processing code 

TORT Discrete ordinates radiation transport code 

TRANSX Nuclear data / processing code 

TRIPOLI Monte Carlo code 

TWOTRAN Discrete ordinates radiation transport code 

  

  

 

 

e
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2 Introduction 
 

Computer modelling codes are widely used as design tools for Non Destructive Assay 

(NDA) equipment, to assess performance and to predict the effects under extremes of 

conditions.  Modelling codes have the distinct advantage over experimental 

techniques, in that complex geometries may be easily represented, without the need 

for radionuclide / fissile standards.  Moreover, it is possible to model geometric 

conditions for which it is impossible or highly impractical to take measurements 

under controlled conditions.  There are a variety of codes used, including both Monte 

Carlo based codes such as MCNP
TM

 (and variants) and MCBEND, and analytical 

codes such as ANISN and ISOCS. 

 

The increasing availability of powerful computer processors, combined with the ease 

of graphic visualisation, means that the fields of applicability of computer modelling 

techniques in NDA, are broadening.  Whilst historically, modelling techniques were a 

valuable design aid, being used by NDA engineers and physicists to determine 

optimum NDA system designs, reliance was still placed upon experimental 

calibration using validated, representative samples and radionuclide / fissile standards.  

Especially in the field of nuclear materials safeguards, confidence in the validity of 

the calibrations is vital.  However, the increasing sophistication of computer 

modelling codes and techniques, combined with the reduction in availability of 

nuclear material standards, is now leading to the use of computer modelling to 

perform direct “source – less” calibrations in an absolute sense. 

 

Modelling, by definition, mimics a real process using a mathematical representation 

of a physical system.  It is therefore not perfect and is limited by the validity of the 

assumptions and the appropriateness of the model employed.  Limitations exist as a 

result of a number of factors.  These include the validity of the geometry model, the 

accuracy of the nuclear data employed by the code, and the validity of the physics 

treatments and any interpretational models used by the software, to convert the raw 

reaction rates, into a representation of the instrument response. 

 

The increasing use of modelling codes is leading to a higher profile for these 

techniques in the nuclear industry.  When one considers that modelling is now used 

for direct calibrations of NDA systems, it should not be a surprise that the industry is 

coming under increasing scrutiny by regulatory authorities and senior managers 

within the nuclear industry.  There are legitimate concerns as to how confidence can 

be assured, in the accuracy of the results of NDA systems for which modelling has 

played an important role in determining the system configuration / calibration.  The 

fact that this is a highly specialised industry, and that the use of modelling codes 

requires a high level of expertise by their practitioners, can lead to a “black art” 

perception, which can only accentuate these concerns.  Confidence in the results of 

modelling codes can only result from the rigorous adoption of a number of “best 

practice” guidelines by the modelling practitioners, comprising both technical and 

non-technical considerations.  Technical considerations include the nuclear data used, 

the validity of the physics treatments and interpretational models, benchmarking the 

code under representative conditions, and the use of specific codes according to 

recognised procedures.  Non-technical factors include Quality Assurance, training and 

competency of the modelling practitioner. 
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It is recognised that there are a large number of codes in use, including application – 

specific variants of established codes written by a different organisation from the code 

originator.  It would be impractical to develop a generic best practice document, 

including specific information for individual codes.  The scope of this document is 

therefore not limited to any specific modelling codes.  However, the particular 

families of codes for which the document applies, is described, the generic best 

practice principles being valid across this full range of code types.  It is also 

recognised that codes are constantly being developed and new fields of application 

identified.  Their use for Research and Development including design of specialist 

NDA equipment, has clear long term benefits for the nuclear industry, for which it 

would be of no benefit to impose limitations on their conditions of use.  The use of 

modelling codes for specialist / design applications, is therefore considered to be 

outside of the scope of this document.  This document applies to the use of codes for 

functions which have a direct impact on the results produced by an NDA system, 

including such activities as calibration.  Some of the best practice principles, are 

equally valid for design and R&D, but their relevance in these areas should be 

considered according to the specific application. 

 

In the field of radiometric measurements, various standards and “good practice 

guides” exist, see for example the UK standard guide [1].  However, in the expanding 

field of computer modelling, such standards do not exist.   

 

This guide addresses the above concerns, describing recognised industry best practice 

techniques for the application of computer modelling tools in NDA.  The document 

has been produced under the auspices of the ESARDA NDA working group, by a 

group of specialists from both ESARDA organisations and organisations outside of 

the EU.  They include representatives from Nuclear Operations organisations, NDA 

equipment suppliers, R&D laboratories, and regulatory authorities.  In preparing this 

document, a wealth of experience has been drawn upon, from specialists active in this 

field.  For example, we have worked in collaboration with the IAEA, who have 

recently produced a guideline document to describe best practice procedures within 

the IAEA, based on a co-ordinated experts meeting [2].  It is hoped that these new 

“best practice” guidelines will be of use to the nuclear industry including managers of 

plant operations organisations, NDA system physicists / engineers, as well as 

regulatory authorities who must be satisfied in the integrity of NDA systems. 

 

As the field evolves and methods and nuclear data improve it will be necessary to 

periodically revisit this guide to allow a status update on specific points, however our 

aim has been to assemble good practices of enduring value. 
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3 Scope 
 

The intention of this guide is to document established best practice methodologies that 

will ensure correct use of modelling codes, as applied to the direct calibration of Non 

Destructive Assay (NDA) equipment.  When applied to calibration of systems, the use 

of the modelling codes has a direct impact on the output results, and as such, it is very 

important to ensure the validity of the modelling performed.  A large variety of codes 

is in use in the NDA industry, and it is not intended for this guide to be prescriptive to 

individual codes.  Instead, the principles documented in this guide are relevant to the 

full range of codes. 

 

The particular families of codes for which this document applies, is described below, 

the generic best practice principles being valid across this full range of code types.  It 

is also recognised that codes are constantly being developed and new fields of 

application identified.  Their use for Research and Development including design of 

specialist NDA equipment, has clear long term benefits for the nuclear industry, for 

which it would be of no benefit to impose limitations on their conditions of use.  The 

use of modelling codes for specialist / design applications, is therefore considered to 

be outside of the scope of this document.  This document applies to the use of codes 

for functions which have a direct impact on the results produced by an NDA system, 

including such activities as calibration.  Some of the best practice principles, are, of 

course, equally valid for design and R&D, but their relevance in these areas should be 

considered according to the specific application. 

 

The range of code types includes the following: 

1. Analytical codes 

2. Monte Carlo transport codes. 

3. Deterministic transport codes 

4. Reactor physics codes 

 

In the NDA industry, these codes are used for a wide variety of applications, indicated 

in Table 1.  This covers all application areas, in nuclear decommissioning, waste 

management, environmental remediation and fuels management (safeguards). 

 
Application Code families 

Sample type Application Standard Monte Carlo 
codes (e.g. MCNP, 

MCBEND, TRIPOLI, 

GEANT) 

Modified Monte Carlo 
codes (e.g. MCNP-PTA, 

MCNP-REN) 

Deterministic codes 
(e.g. ANISN, ISOCS, 

MERCURAD, 

ISOTOPIC, TORT) 

Reactor Physics 
codes (e.g. FISPIN, 

ORIGEN, CESAR) 

VLRM Sentencing     

LLW Sentencing, NMA, 

criticality control, 

process control 

    

ILW Sentencing, NMA, 
criticality control, 

process control 

    

Fresh fuel NMA, criticality 
control, process 

control 

    

Irradiated fuel Sentencing, NMA, 

criticality control, 
process control 

    

Contaminated items Decontamination, 

decommissioning 
operations control 

    

 

Table 1.  Scope of codes and areas of application. 
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4 Overview of modelling methods in NDA 
 

This section is intended as an introduction to how the various code types are used, and 

how the results are employed with regard to the end – use. 

 

Modelling codes are used for a variety of NDA applications, as indicted in sections 2 

and 3.  Invariably, codes are used to determine the response of a detector(s) to a 

specific source of radiation.  This is useful for various purposes:   

 

In the design of an instrument, it is possible to use codes as predictive tools, so that 

the effect of variations in specific design parameters (detector dimensions, geometry, 

waste container geometry, etc) on the response to specified sources of radiation, can 

be investigated.  This allows the optimum system design parameters to be determined 

for a specific application, so that the modelling code is used as a design tool.  

However, in such applications, the validity of the modelling code predictions is not 

crucial with regard to the validity of the output results of the system, provided that the 

system is calibrated in the traditional manner, using physical radionuclide (/) 

sources or nuclear material (usually plutonium / uranium). 

 

The other main application area for modelling codes, is in the direct calibration of 

NDA instruments.  In these applications, codes are used as a direct replacement for 

physical radionuclide sources and / or nuclear material.  This represents a substantial 

diversion from traditional methods relying on physical reference standards.  However, 

the decreasing availability of such standards, combined with the increasing 

accessibility of powerful computing technology, increases the arguments in favour of 

this method.  The advantages are obvious, in that physical reference standards are no 

longer required.  However, the disadvantages are obvious, since the confidence that is 

obtained by calibration with real physical standards that are known to be highly 

representative of the actual material to be measured by the system, is absent.   

 

There are various NDA applications where modelling codes are being used 

increasingly in support of direct system calibrations.  It is incumbent upon the 

organisations that perform such system calibrations, to ensure a high degree of 

confidence in the validity of the predictions from the modelling codes.  This 

confidence comes from a number of technical and non-technical factors, including the 

following: appropriate definition of the modelling objectives, operator training, 

Quality Assurance procedures, model validation / benchmarking, appropriate physics 

techniques and use of nuclear data, and treatment of modelling uncertainties. 

 

In summary, the application areas commonly covered, include the following. 

 

 Instrument design 

 Instrument performance modelling (sensitivity studies etc) 

 Calibration (absolute, relative, and extending calibration ranges by way of 

extrapolation or interpolation for example to extend the calibration based on 
252

Cf measurements to Pu items with different shape) 

 Calculation of correction factors (for example self-absorption factors in 

gamma spectrometry, self-shielding factors in active neutron counting, neutron 

self-multiplication in passive neutron counting, relative responses for different 
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waste matrices) for which measurement with representative physical standards 

is impractical. 

 Assessment of shielding / background / interferences such as cosmic-rays 

 Specialist expert review assessments / Interpretation of unusual assay results 

 Characterisation of items (e.g. Burnup codes for inventory / SNF) 

 Uncertainty assessments (by calculating range of response for different 

conditions, such as container wall thickness, waste matrix, source distribution) 

 Calculation of spectrum shapes for specific measurement scenarios. 

 Assessment of effects of design changes to assay system performance, for 

example source spectrum tailoring, and effects of changing the detector 

geometry. 

 Calculation of effects of source spectrum tailoring, on instrument performance 

 Shielding calculations for radiation safety studies (calculating the dose rate as 

a function of source – detector geometry and different complex shielding 

configurations). 

 

Below, we present a number of examples which describe the way that modelling 

codes have been used to tackle a range of different types of problems. 

 

In addition to these common applications of system calibration and sensitivity studies, 

NDA system designs sometimes employ modelling codes embedded within thee core 

software / analysis engines.  For example, some gamma scanning systems such as the 

Tomographic Gamma Scanner [3] employ ray tracing codes for assessment of waste 

container matrix attenuation properties. 

 

The most widely used Monte-Carlo code in the field of nuclear material measurement 

is MCNP [4]. 

 

Other widely used Monte Carlo codes include MCBEND [8] and TRIPOLI [9] and 

the GEANT system used at CERN [10]. 

 

 

4.1. Example 1:  Calibration of neutron counters using Monte Carlo 

 

One of the main applications of numerical simulation of NDA techniques is the 

calibration of neutron counters. 

 

The main complication in the calibration procedure of NDA techniques derives from 

the extremely high sensitivity of these measurements to a lot of parameters: geometry 

(shape and dimension), chemical/physical form, container, impurities.  An accurate 

calibration procedure requires a set of standards being as similar as possible to the 

samples to be measured.  This means that a large variety of reference materials have 

to be produced to represent all the possible items of the nuclear fuel cycle subject to 

accountancy verification.  The geometry of the sample, for instance, has a big 

importance on the response of neutron counters.  Generally different calibration 

curves have to be established for each type of container.  Presence of other materials 

in the sample matrix and/or in the container walls affects as well NDA measurements.  

Heavy materials shield gamma rays, whether light materials moderate neutrons 

changing dramatically their behaviour.  Even the presence of determined elements 

(like boron, beryllium, and cadmium) as impurities at trace level can perturb the 
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result.  Uranium enrichment and plutonium isotopic composition introduce a further 

parameter influencing the measurement and contributing to the proliferation of 

standard requirements. 

 

Due to the high number of (sometime costly) special fissile reference materials 

required by NDA techniques, it becomes fundamental to investigate and develop 

methodologies giving the possibility to reduce these requirements.  Here is where 

computational methods, and in particular Monte Carlo simulations, can play an 

important role.  Having a suitable model for instrument simulation, it is no longer 

strictly necessary to have a reference material identical to the sample for instrument 

calibration.  A single well-characterised standard can be used as a representative of a 

wide class of “similar” items and to establish a “basic” calibration.  Then it is possible 

to compute with the Monte Carlo the deviation from the ideal behaviour (represented 

by the basic calibration curve) due to the presence of relatively small differences 

between the real sample and the standard: geometry, presence of other elements, 

different chemical/physical properties, effect of isotopic composition, etc.  Another 

possibility is to use calculations to extrapolate an experimental calibration curve 

beyond the boundaries fixed by the available standards. 

 

We call this first lower level “soft” application of calculation to the calibration 

process.  The calibration procedure is still strongly relying on experimental data. 

Calculations intervene only at a “relative” level producing just corrections to the 

experimental calibration.  Since the correction factors are generally second order 

terms of the basic response function, the accuracy requirements for the calculations 

are not so demanding.  For instance when the effect of the simulated deviation from 

the experiment is lower than 10% of the global instrument response, an accuracy of a 

few percents in the relative correction factor is certainly enough. 

 

Nevertheless there could be situations where calibration standards identical, or even 

similar, to the item are not available.  In this case the experimental calibration is 

impossible and we need to establish a calibration procedure entirely based on 

computational modelling.  We call this extreme case “hard” application of 

calculation.  Of course, no matter how much we can trust our confidence in our 

modelling capabilities, a totally blind application of a computational calibration 

would be extremely dangerous.  Before any use of Monte Carlo for “absolute” 

calibration, the model has to be extensively validated. A wide series of experimental 

measures have to be simulated in order to confirm the quality and to assess the 

accuracy of the computational model. 

 

An intermediate case between the “soft” and “hard” extremes happens when a single 

standard is available allowing the measure of a single experimental point.  In this case 

the full calibration curve has to be produced by calculations and the experimental 

point provides the validation.  In alternative the computed curve could be adjusted or 

re-scaled to fit the experimental point. 

 

Of course the accuracy required for an absolute calibration is much higher than in 

case of relative applications.  The performances of the computational tool should be 

as close as possible to the results expected from an experimental procedure, that 

means of the order of 1% or better.  This is today at the limit of Monte Carlo 

capability, but we expect to improve this situation in a near future, mainly through a 
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reduction of uncertainties on nuclear data.  An extensive use of “hard” computational 

calibration could be soon a reality and a standard widely accepted procedure. 

 

Modelling is used to reduce reliance upon representative calibration standards, reduce 

calibration resource needs (manpower) and reduce overall costs.  Recent 

developments and successful benchmarking have shown that such “hard” calibrations 

can be used, under some conditions, with confidence, thus removing the need for 

absolute reference standards (such as fissile material).  A common practice in 

modelling neutron counting systems is to use calibrated neutron sources (that is, with 

known neutron emission and purity) instead of Pu standards.  For example, 
252

Cf 

spontaneous fission sources have a spectrum very close to that of Pu and can be used 

as “transfer” reference standards.  They can be used to conveniently represent 

dispersed Pu (the small physical mass gives rise to negligible self-multiplication and 

self-shielding effects).  Modelling is therefore often performed to simulate 

experiments with a 
252

Cf source, for benchmarking and sensitivity studies. 

 

Monte Carlo modelling is most widely used for modelling of neutron assay systems – 

the established code MCNP [4] being perhaps the most widely used. 

 

 

4.2. Example 2:  Typical approach for in-situ gamma spectroscopy modelling 

 

Modelling codes are often used to perform efficiency calibrations in support of 

quantitative gamma ray spectroscopy measurements, for example in decommissioning 

and waste management.  Examples include measurements on plant items with 

geometries for which it is prohibitively difficult to construct a calibration geometry 

with the appropriate distribution of sources, such as heterogeneously filled waste 

drums, and bulk waste items from decommissioning operations. 

 

It is possible, using commonly available codes, to use computer modelling techniques 

to calculate the efficiencies for such geometries, thereby permitting quantitative 

analysis.  Modelling tools allow various geometries to be modelled including different 

shapes of item, container fill – matrix, and source distribution, together with options 

for the detector details and shielding / collimation. 

 

By modelling the range of such parameters, it is possible to study in a systematic 

manner, the effects of varying key geometry parameters, on the measurement results, 

in order to estimate the measurement uncertainty.  Such studies are not generally 

practical by measurement, due to the difficulties associated with arranging appropriate 

sample / source geometries. 

 

Various techniques are used to perform such calculations, including Monte – Carlo 

modelling (codes such as MCNP [4] and MCBEND [8] and TRIPOLI [9]) for the 

detector response function, and “line of sight” attenuation models (codes such as 

ISOCS [5, 6 and 7] and MERCURAD [11 and 12]) to determine the sample 

attenuation and sometimes the detector response function (the “MERCURE v6” 

software is distributed by Canberra through the “MERCURAD” human graphical 

interface).  As for neutron applications, it is crucial to ensure that particular 

measurement applications are performed within the defined dynamic range of for 
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which the modelling has been benchmarked and for which code validations, exist.  

References [5 and 21] provide examples of these activities. 

 

With recent advances in modelling methodologies, it is becoming common to model 

full pulse height spectra (to predict performance under realistic field conditions), as 

well as calculating full energy peak efficiencies and relative efficiencies. 

 

 

4.3. Example 3:  Typical approach for reactor physics codes 

 

Reactor physics codes in support of NDA measurements are mostly used to compute 

the composition of irradiated materials.  In fact, it is often very difficult (or mostly 

impossible) to measure the mass of nuclear material in irradiated fuel.  This is due to 

the fact that differently from fresh nuclear material where the spontaneous fission 

neutrons are generated basically from plutonium and can be used for quantitative 

assay of plutonium mass, in spent fuel the dominating neutron signal comes from 

(even very small amounts of) curium and overwhelms the plutonium signal.  

Therefore, being the direct measurement of SNM impossible, most of NDA 

techniques aim to the confirmation of the fuel burnup through the measurement of 

Cm-generated neutrons or of fission product photons and the amount of SNM is 

therefore inferred through the calculation of spent fuel composition using isotopic 

generation/depletion codes. 

 

The historically most used among this family of codes is ORIGEN [14].  It solves the 

huge system of differential equations describing the time evolution of any number of 

isotopes accounting for all types of nuclear decay chains and neutron induced 

reactions.  The use of this code is relatively straightforward and accessible for users 

who are not specialist in nuclear physics.  In fact most of the required input is 

"objective": that means it requires mostly physical data as initial composition and 

irradiation history (time and flux or specific power).  The major limitation of 

ORIGEN derives from the availability of nuclear data.  In fact, in order to solve the 

evolution equation accounting for neutron induced nuclear reaction, the code needs to 

know the 1-group neutron cross sections for all isotopes.  To obtain an accurate 1-

group cross section set, it is necessary to collapse energy-dependant or multi-group 

cross sections to 1-group by weighing on the energy spectrum of the neutron flux.  

This step is very delicate and requires the use of sophisticated models and codes and a 

deep knowledge in nuclear physics.  For this reason the normal approach is to have 

libraries developed by specialists who can produce dedicated cross sections sets for 

any type of reactor and fuel.  Normally ORIGEN (or similar codes) is distributed 

together with a wide set of cross section libraries covering the most typical cases and 

matching the most frequent needs.  Nevertheless no library set can be fully 

comprehensive and it may happen that a specific case is not included.  In this situation 

it is responsibility of the user to select the most suitable library among the available 

ones, to be aware of the possibility of biases, to assess the related uncertainties and 

possibly to validate or benchmark the code+library versus experiments for the specific 

type of reactor and fuel. 

 

To overcome the limitation of the availability of a suitable cross section library, some 

more recent codes implement the possibility to generate directly the problem-

dependant cross sections.  An example of this family is SCALE [15].  SCALE is not a 
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simple code, but a modular system.  This means that it is a collection of several codes, 

each one performing different tasks with a standardised input/output system that 

allows one to enter automatically the output results of a module as input data of the 

following one.  So the single codes (called functional modules) can be executed either 

in the traditional stand-alone way or linked together in a cascade of modules each one 

using as input the results of the previous codes.  Special super-modules (called control 

modules) allow one to build automatically pre-determined standard sequences of 

functional modules.  The system is provided with other ancillary modules performing 

utility tasks as data management, and with an extended set of libraries containing 

nuclear properties, cross sections, material properties.  One of the SCALE sequences, 

SAS2H, is explicitly designed to perform burnup calculations.  It uses the description 

of the fuel assembly in order to compute the neutron spectrum in the cell, to collapse 

the cross sections and generate the specific set of nuclear data (see figure 1). 

 

This approach enlarges the applicability of the code to potentially any type of burnup 

calculation.  The disadvantage is that the use is more complex: the user becomes 

responsible for the modelling of the reactor and fuel and for the choice of the 

appropriate methodology.  This latter in particular requires the selection of options 

about algorithms for neutron flux calculation in the fuel cell, self-shielding treatment, 

homogenisation and energy collapse.  This choice is no longer based on purely 

objective physical data, but relies on the knowledge and competence of the user 

introducing a sort of subjectivity.  SCALE and similar systems can be much more 

accurate than simple ORIGEN-type codes, but they are at the same time more delicate 

and much more depending on the user capability and training. 

 



22 

 
 

Figure 1.  Flow-diagram of the SAS2H sequence in SCALE for burnup calculations. 
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4.4. Example 4:  Combinations of different codes / techniques 

 

A classical example of combination and integration of different measurement 

techniques and analysis codes is the FORK detector used for spent fuel verification. 

 

The Fork Detector Irradiated Fuel Measuring System shown in Figures 2 and 3 

incorporates in its detector head gamma ray insensitive neutron detectors (four gas 

filled fission chamber proportional counters) and gamma ray detectors suitable for 

measuring extremely high gamma ray intensities (two gas filled ionization chambers).  

The neutron and gamma ray signatures measured by the detectors are used to verify 

the highly radioactive spent fuel assemblies stored underwater in spent fuel ponds.  

The FDET is positioned about 1 m above the tops of neighboring assemblies.  The 

irradiated fuel assembly being measured is lifted so that the tines of the detector 

straddle the fuel portion of the assembly in order to collect the neutron and gross 

gamma data.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.  Drawing of the FORK detector during safeguards inspection measurements. 

In red: the FORK detector, in green: the fuel assembly to be measured. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.  Fork detector during safeguards inspection measurement [16]. 
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In the FORK detector the ratio of the neutron to gamma ray data, when combined 

with other, complementary information, is used to characterize a particular type of 

fuel assembly, giving information related to its neutron exposure in the reactor, its 

initial fissile fuel content and its irradiation history (e.g. the number of cycles for 

which the assembly was in the reactor).  The gamma radiation is dominated by the 

fission products, mostly 
137

Cs in aged spent fuel. The neutron signal is determined the 

Cm and Pu isotopes, but in large majority is due to 
244

Cm.  The confirmation of 

operator’s declaration of the initial composition, fuel burnup and cooling time is done 

by comparing the neutron and gamma radiation measured by the detector with the 

expected composition of the spent fuel computed with inventory codes, such as those 

described in example 3. In parallel the detector calibration (that is conversion of 
244

Cm mass in neutron count rate) can be done with Monte Carlo codes as described 

in example 1. 

 

The SMOPY system [17] is another system used for fuel verification measurements.  

This system uses a combination of neutron and gamma detection to measure the 

burnup.  The methodology combines measurement of the total neutron emission rate, 

with the fission product yields and modelling using the CESAR code [18], for burnup 

measurement applications such burnup credit assessment. 

 

Combinations of codes are often used for various combined reactor physics 

applications, for example the CRISTAL code system [19] which uses a combination 

of the APOLLO, TRIPOLI and MORET codes. 

 

For decommissioning applications, combinations of measurement techniques / 

modelling codes are sometimes combined to develop an integrated measurement 

solution.  An example is the combined use of dose-rate simulation with modelling to 

determine the response function of a detector for a particular geometry.  Gamma 

imaging can support such studies, in order to determine, for example, the locations 

within a plant glovebox containing the highest concentrations of holdup.  Dose-rate 

modelling can determine the operator doserate at particular locations, whilst 

calculations of the detection response function (with a code such as ISOCS) can allow 

the activity of measured nuclides, to be quantified.  Such modelling allows can allow, 

for example, glovebox dismantling operations top be optimized, reducing operator 

doserates whilst providing activity assessments for plant items.  Examples of such 

approaches are given in [12 and 13].   

 

 

5 Best Practice Methodologies 
 

5.1. Problem Definition 

 

Before a modelling campaign can proceed, it is vital that a clear understanding is 

formulated, of the objectives of the work.  The nature of the objectives can heavily 

influence the modelling techniques deployed. 

 

It is recommended that the objectives are clearly documented, to enable the modelling 

campaign to be conducted properly.  Common objectives include the following: 
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1. Determination of optimum geometry for a particular NDA system design, by 

making incremental changes in the model to key system parameters (it would 

probably be extremely impractical to make these adjustments experimentally) 

2. Investigation of the variability in response of a system, to well defined 

variations in sample – specific parameters (for example fissile material mass / 

nuclide activity, waste container dimensions, waste matrix composition, etc). 

3. Direct calibration of an NDA instrument, to determine the relationship 

between the source activity (or mass) and the measurement response. 

4. To determine a set of sample – specific parameters that are related in some 

way, to the results of an NDA measurement. 

 

These objectives may each require different techniques to be applied, in the use of the 

appropriate modelling codes.   

 

When used for design of NDA instruments, the results of the modelling are only 

applied in allowing the system design to be optimised, in a systematic manner that 

would not have been otherwise possible.  It is only the instrument design itself, that 

has been influenced by the modelling.  For these design applications, there are less 

stringent requirements on the modelling practitioner, than would be the case for direct 

calibration applications, for example.  The designer must have a certain level of 

confidence in the results of the modelling, in order to avoid expensive mistakes in the 

system design.  However, use of the modelling in this way does not have a direct 

impact on the output results of the NDA system.  For such design applications, 

designers often use elaborate features of the applicable codes (e.g. variance reduction 

techniques) to optimise the design process.   

 

Codes can be used in a predictive manner to predict the variability in response of a 

system to identified changes in specific sample parameters.  In such case, the codes 

are used to illustrate the variability in response or output quantity (e.g. mass or 

activity), but only for illustrative purposes.  The results of this modelling may 

influence the schedule for a measurement campaign later, but they do not directly 

affect the output result of the system itself.  Modelling may be deployed in such a 

manner, in order to design a measurement campaign, for purposes of recalibrating an 

NDA system, for example.  However, the subsequent calibration campaign would 

then invariably be subject to its own procedures.  In these applications, it is obviously 

important that experience has previously been built up in the use of the code for the 

particular application.  The consequences of not adopting best practice, could be 

delays to measurement campaigns, perhaps requiring additional radionuclide sources 

to be procured, with the obvious associated “knock-on” costs. 

 

It is when modelling is used for direct calibration of NDA systems, that the modelling 

results have the highest importance.  In these cases, the modelling has a direct effect 

on the output of the NDA system.  The consequences of not adopting best practice 

methodologies, are obviously potentially the most serious, in these cases.  One is 

relying on the modelling to determine the relationship between the source – specific 

parameter (usually activity or fissile mass) and the measurand.  Particular emphasis is 

placed on benchmarking, when modelling is used in this way.  It is particularly 

important that the benchmarking has been demonstrated to be applicable across the 

full dynamic range, wherever possible.  In practice this usually means that a particular 

modelling technique should be benchmarked to show good agreement between 
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experiment and model, over a measurand range equivalent to that for which a new 

calibration is being developed.  It is also appropriate to consider new benchmark 

campaigns, for example when a code methodology (such as coincidence counting) is 

to be applied for a new type of fuel assembly. 

 

Some modelling codes are used indirectly, to relate the output result of an NDA 

system, to some other quantity.  The most common example of this is reactor physics 

“burn-up” codes.  In these codes, it is common to relate, for example, the 
137

Cs 

activity (which is often readily measured by an NDA system), to the activities of 

various other un-measurable / nuclides and actinides.  In such cases, the (otherwise 

unrelated) result of an NDA system is combined with the results of the modelling 

code, to yield nuclide activities, which may later be used for waste sentencing 

purposes.  A similar level of stringency is therefore required, as for calibration 

applications, and benchmarking should be considered as equally important.  

 

In documenting the problem definition, consideration should be given to the existence 

of relevant benchmarks, and whether any further preparatory benchmark work is 

required before a specific modelling campaign can proceed. 

 

The following aspects should be considered, as a minimum, when documenting the 

requirements of a specific modelling campaign: 

 

 What is the end-use project / who is the customer ? 

 Is the modelling related to an existing NDA system (in which case, is there an 

existing model), or a new system ? 

 What is the range of sample – specific properties to be considered ? 

 What quantity is to be calculated ? 

 How are the results to be used ? 

 What accuracy is required for the calculated results ? 

 What precision is required for the calculated results ? 

 How are the modelled quantities to be converted into NDA system output 

quantities (e.g. combination of MCNP calculated quantities to produce the 

neutron counter “Reals” coincidence count rate) ? 

 How are the results to be reported ? 

 What benchmarks exist ? 

 Are new benchmarks required ? 

 

These considerations can determine the modelling techniques to be used.  For 

example, it is possible that documented benchmarks relevant for the specific 

application, show that it is not possible to achieve the required accuracy, and further 

benchmarking must be sought.  The required statistical precision has a large impact on 

the length of time to be assigned to the models. 

 

If the results are to be used to calibrate a safety – critical NDA system, there may be 

specific plant requirements that dictate a higher level of stringency with regard to 

calibration validation. 
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5.2. Benchmarking / Validation 

 

One of the most important factors regarding the correct use of modelling in support of 

NDA system calibration / performance testing, is to ensure that the system model is 

appropriately benchmarked against experiment.  In practice, this means that a 

benchmark measurement is performed, under typical conditions for the NDA system, 

and a model is performed under identical conditions.  Comparing the measured and 

calculated system response, allows an assessment of the level of agreement, to be 

performed.  The problem definition phase of a modelling campaign should define the 

level of benchmark agreement, that is required for a specific application.  Modelling 

results can be renormalized, to take into account any such bias. 

 

Benchmark experiments are used to compare the modelled / measured response for a 

wide range of geometries, designed to simulate various applications.  It is crucial to 

ensure that particular measurement applications are performed within this defined 

dynamic range, for which established benchmarks and code validations, exist.  

Reference [5] gives a set of example benchmarks for the widely used ISOCS system, 

while references [20] and [21] provide example benchmarks for the commonly used 

MCNP code. 

 

It is vital that the validity of the model is confirmed throughout the dynamic range of 

the parameter space to which the model will be implemented.  For example, if 

modelling is being used to determine the effect of a drum matrix on a PNCC system 

response, then one should devise a benchmark experiment using a matrix which leads 

to a system response representative of the range of real matrices.  This means that a 

benchmark is required which represents the typical range of measurement conditions.  

In practice, if the modelling and measurement results show a discrepancy of say 10 %, 

this can be interpreted as a fixed bias, and it is therefore appropriate to apply this 

factor as a normalisation constant to all results predicted by the model, if the results 

are to be used to calibrate an NDA system.  In the above example, if the real range of 

matrices produces a modest variability in response, to say  20 %, then a single 

benchmark with a typical matrix within this range, would suffice.  However, it would 

not be sufficient to assume that the same benchmark test is still valid, if a model is to 

be applied to the same system with a grossly different geometry, for which the 

response has changed substantially (e.g. changing to cadmium liner mode in active 

neutron NDA systems). 

 

If a model has been obtained from a contractor or other external organisation, then an 

appropriate benchmark should be sought, prior to use of the model.  Sometimes, this 

can take the form of appealing to a publication in the open scientific literature, or a 

referenced communication with the contractor. 

 

It is recognised that it is not always practical to obtain benchmarks that 

comprehensively cover the full dynamic range for a parameter space of interest.  For 

example, it may not be possible to obtain a benchmark for an enrichment value for a 

new fuel element type, because it is impossible to perform a benchmark experiment 

when a physical sample is not available.  In such circumstances, a technical 

assessment should be performed, to assess the impact of this lack of availability of 

benchmark experiment data.  This may include, for example, inspection of the nuclear 
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data, and an intelligent assessment of whether the extrapolation to a new enrichment 

value (in the case of the example above), is likely to have any significant impact. 

 

Another example is the use of MCNP to extrapolate to new fuel types, and / or 

extrapolating to higher masses for which benchmarks do not exist.  This approach 

may be justified, provided that one has a lot of confidence in the physics 

methodologies and the validity of the nuclear data used.  For example, special physics 

studies can be performed, to validate such extrapolations. 

 

Published benchmarks exist for widely used codes.  For example for MCNP, a large 

number of benchmarks exist for neutron and photon applications [see references 20 

and 21 respectively].  For specific NDA application areas such as nuclear fuel 

verification by PNCC assay, special benchmark projects are typically organised [see 

references 22, 23 and 24].  Similarly, benchmarks exist for the gamma-ray attenuation 

modelling code ISOCS and others [see references 25 and 26].  ISOCS is widely 

deployed for calculating the efficiency of detectors for difficult geometries for which 

it is impractical to construct representative physical calibration standards. 

 

 

5.2.1. Case- Study 1:  Calibration of neutron counters at JRC 

 

JRC has performed calibrations for DG-TREN (Euratom Inspections) and for the 

IAEA to provide calibrations of various neutron coincidence counting systems for 

different applications where suitable reference materials for experimental calibration 

were not available.  The description of the different problems, of the proposed 

solutions and of the obtained performances and results are documented in references 

[27, 28, 29, 30, 31, 32 and 33] and cover several applications:   

   

 

- measurement of HEU fuels with extremely high 
235

U linear masses 

- extension of calibration curves of collars for LWR fresh fuel assemblies with 

higher 
235

U enrichment 

- calculations of correction factors for burnable poison in various conditions 

- calibration curves for VVER fuel assemblies 

- use of AWCC for special HEU rods 

- passive collars for magazines of MOX fuel rods 

- passive neutron scanner for “chaussettes” with several boxes of PuO2 

powders. 

 

We want to summarise here the basic concepts that were applied and the operational 

procedure followed in all these cases.  This procedure could be used as an indication 

of good practice for this kind of application.  The basic procedure applied at JRC is 

based on the following steps:         

 

- measurement in the PERLA laboratory of a large set of reference standards 

with the same detector (and eventually the same source for active systems) to 

be used. 

- comparison  between Monte Carlo calculations and the experimental results in 

order to validate the computational model of the detector 
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- generation with Monte Carlo calculations of the response function of the 

detector with the special type of samples 

- on-site verification of real samples. 

 

The development of an accurate model for the neutron detector is the most important 

and delicate task of the entire procedure.  The first two steps aim to the validation of 

the computational model of the detector.  Once a fully validated model of a counter 

has been properly benchmarked, this opens theoretically the path to the calibration for 

any kind of sample.  Indeed the first two steps validate at the same time the model of 

the detector and the models of the reference samples measured in the laboratory 

campaign.  

 

It remains questionable how much is reliable the development of the Monte Carlo 

model of the special samples for which the calibration has to be computed in the third 

step.  This is much harder to be proven and it is possibly the weakest point of the 

suggested procedure, since there is no a-priori way to guarantee the quality of a new 

model.  Of course the situation will be much better when the reference materials used 

in the first steps are very similar to the special samples: in particular when they have 

the same geometry, since the geometry is the most delicate parameter of a Monte 

Carlo model, where it is higher the probability of making errors.  For instance, in the 

case of the extension of the calibration curve of fresh fuel at higher enrichment, the 

geometrical model of the PWR and BWR fuel assemblies had been validated in the 

first phase with respect to real measurements, so the extrapolation to higher 

enrichment (involving only the modification of the material composition) was 

straightforward and error-proof. 

 

 

Recommendations from user experience: 

 

Trying to generalise the outcome of the experience coming from the analysis of a 

large set of comparisons between calculations versus experiments with neutron 

coincidence counters, we can draw some general remarks:     

 

- the accurate description of the geometry (dimensions, compositions, density) of 

the detector is of paramount importance 

- do not rely on construction drawings and information provided by the 

manufacturer, but get the above mentioned parameters by direct measurement 

- agreement is generally better in cadmium lined detectors (fast or epithermal 

neutron spectrum) than in fully thermalised assemblies, this suggests some 

refining could be needed in the cross sections of polyethylene, probably in the 

S(,) treatment [4] and in the influence of temperature 

- for passive systems one of the main sources of error comes from nuclear data – 

1% in the spontaneous fission half-life gives directly an uncertainty of 1% on 

efficiency  and therefore on Totals and 2% on Reals 

- we know the multiplicity distributions only with high uncertainties 

- in active systems we have also to add the limited knowledge on the interrogation 

(Am,Li) source spectrum, especially in the low energy tail  

 

Practically we can conclude that the accurate knowledge of nuclear data is currently 

the bottleneck for the performance of Monte Carlo modelling of neutron counters. 
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5.2.2. Case- Study 2:  Benchmark exercises performed for neutron safeguards assay 

 

In recent years, three benchmark exercises have been organised, to establish the 

performance of Monte Carlo modelling techniques as applied to the safeguards assay 

of fissile material.  These followed the gradual development and improvement in 

availability of modelling hardware, and sophistication of interpretational models.  

These projects include the following:  

 

 Reals Prediction Exercise [22]  

 

This project compared a wide range of Monte Carlo modelling codes and 

interpretational models, applied to calculate the Reals response for a PWR fuel 

assembly in an AWCC collar.  The project highlighted the level of agreement 

that could be achieved using the modelling tools available at the time, and 

demonstrated the importance of nuclear data in producing accurate results.  At 

the time of this project, most of the interpretational models were based on 

point model approximations.   

 

 Simple Case Benchmark [23]  

 

This project was based on a simple neutron slab counting geometry and 

compared the use of different Monte Carlo codes to calculate the efficiency for 

a calibrated, traceable 
252

Cf radionuclide reference source.  The results were 

compared with the measured efficiency.  A 
252

Cf source was used because 

such a source is often used to measure and calculate the efficiency for 

benchmark systems, to allow Monte Carlo modelling to calculate calibration 

parameters in a “relative” sense.  The analysis focussed on the effects of 

different codes, physics treatments and nuclear data.  The importance of the 

nuclear data was shown, in the context of the fundamental limitation that these 

impose on the accuracy with which modelling tools can calculate absolute 

responses.  Areas for further development were recommended, for example in 

the evaluation of a consensus source spectrum term.   

 

 Multiplicity Benchmark [24]  

 

With the increasing availability of powerful computing platforms, it is now 

possible to simulate directly, through Monte Carlo modelling, the response of 

neutron coincidence and multiplicity analysis electronics, rather than relying 

on the intermediate stage of the interpretational point model which 

necessitates inherent approximations.  This benchmark project is directed at 

the establishment of a standard modelling code and methodology, which is 

capable of direct simulation of all of the aspects of neutron coincidence / 

multiplicity analysis systems (efficiency, deadtime, multiplicity distributions 

and moments, etc). 
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5.2.3. Case- study 3:  Validations for gamma spectrometry waste measurements [5 

and 13] 

 

For in-situ gamma spectroscopy modelling codes a large number of published 

benchmarks exist (see, for example, references [5 and 13]).  However, in view of the 

versatility of the modelling codes, it is important to be aware of the magnitude of the 

uncertainties, and the effects of the approximations and assumptions that are made 

when modelling both the geometry of the physical item to be measured and the spatial 

distribution of the activity within it.  For this reason, it is important that the validation 

carefully bounds the specific assay problem.  This is particularly important when 

seeking regulatory acceptance of proposed methodologies.   

 

Typically, in the fields of decommissioning and waste management, validation 

exercises for gamma and neutron assay applications are performed on a project – 

specific basis, recognising the unique nature of many projects and waste streams.  

Validation often includes the construction of inactive simulated waste containers with 

re-entrant tubes inserted, allowing placement of radioisotope standards at well defined 

positions covering the full range from best to worst case measurement scenarios.  

Comparison of measurement and calculation then allows a validation to be made for 

the modelling process.  In this context, the terms “validation” and “benchmark” may 

be used interchangeably.  Other validation methods are sometimes achieved through 

the use of sampling and laboratory analysis.  For example, when measuring bags of 

(homogeneous) soil by in-situ gamma spectroscopy, it is possible to take small 

samples from various positions throughout the bag.  The specific activity of these 

samples is then measured by laboratory techniques, and compared with the overall 

specific activity for the bag as measured by the in-situ technique. 

 

 

 

 

5.3. Training / Competency 

 

When modelling a physical problem, the quality of the result is a combination of three 

main components:          

 

- the use of a code implementing accurate mathematical models adequate to 

describe the physical reality coupled with efficient algorithms to solve the 

mathematical equations  

- the use of a set of best available physical data (such as nuclear cross sections) 

describing the material properties at the best of the current knowledge 

- the representation of a system using an appropriate geometry model and physical 

treatments 

- an experienced and competent user  

 

The human factor is probably the most difficult component to be assessed.  In fact the 

typical accuracy of a method can be evaluated through an appropriate benchmarking 

campaign and the influence of uncertainties on nuclear data can be derived by a 

sensitivity analysis.  There is no way to evaluate a priori the effect on the result of a 

poor or experienced use of a code. 
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The ideal user should:          

 

- be capable to understand all the implications and consequences of the choice of 

any parameter that the code leave free to be set by the user 

- utilise in an optimal way all the possible options and approximations offered by 

the technique 

- describe the physical model with the highest accuracy reasonably achievable, 

using simplifications only when clearly demonstrated to be not influent 

- assure that assumptions and simplifications affecting significantly the result are 

made only in a conservative way, when this concept is applicable (for instance in 

criticality evaluation and dose estimation) 

 

Any quality assurance systems require that any operator performing a task is 

competent and trained to do it.  This applies also to the use of codes and physical 

models. Any individual using a code should have gone through a complete training 

process including:           

 

- having an appropriate educational background 

- participation to dedicated/specialised training courses 

- on the job learning with tutoring from other experienced user(s) 

 

Training itself does not guarantee the correct application of the acquired generic 

knowledge to a specific problem.  The human factor can be improved only through a 

complete validation process involving the entire (code + user) system.  In section 5.2 

we have described how a code can be assessed and validated through a large number 

of comparisons between calculations and experimental data.  Indeed each user should 

run himself at least a limited number of benchmark cases in problems that are as close 

as possible to the problem to be solved in order to prove and validate its own 

capability to model adequately the problem. 

 

 

5.4. Quality Assurance 

 

This section is not intended as a prescriptive step - by - step procedure.  In practice, 

modelling codes are too complex to simplify along these lines.  Instead, the procedure 

gives general guidelines which, if followed by specialist NDA staff, will ensure a high 

degree of confidence in the validity of the results produced.  In any case, NDA 

specialist staff will be fully trained (see section 5.3) and competent in the details of 

the modelling process, through a combination of experience, and a working 

familiarity with the operations manuals prior to engaging in any work. 

 

It is important that practitioners of modelling codes take care to ensure that careful 

records are kept of their modelling work.  This ensures traceability, allowing 

modelling programs to be recreated by others, and ensuring repeatability.  

 

It is recommended that dedicated logbooks are used to record the working details 

associated with model development, and for recording input and output data.  These 

logbooks should also be used to record all relevant data and information associated 

with a modelling program, as described in this document. 
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For large modelling campaigns, a model specification document may be produced, 

providing a template for running the models, and recording results.  This approach is 

useful if the modelling is to be performed by a team of physicists.  The model 

specification document should contain information such as the geometry models and 

source descriptions required, the output data required, the format of the results, and 

the precision requirements (relevant for stochastic modelling codes such as MCNP).  

This approach can greatly assist the peer review and auditing processes, for 

applications where a large amount of data is created. 

 

Typical contents of a modelling specification document are: 

 

 Reference to benchmark applications, demonstrating the validity of the code, 

for the parameter range of interest;  

 

 Reference to benchmarked model which is available, from which a new model 

for the present application, can be derived, with minimum extrapolation / 

interpolation.  

 

 MCNP models produced for similar applications in previous work  

 

 Relevant technical reports produced in previous work  

 

 Details of parameter variations required  

 

 Details of output tallies required  

 

 Details of recommended analysis procedure / interpretational model to convert 

from model results to system response. 

 

 

Typical outputs from a modelling program are: 

 

 Checked and Approved Models (MCNP Input Files); 

 

 Model Checking Records;  

 

 Modelling Results (MCNP Output Files);  

 

 Data analysis spreadsheets etc;  

 

 Analysis results including description of the interpretational model used to 

convert the raw output tally from the mode, into a system response quantity 

(e.g. count rate);  

 

 Technical report. 

 

 

The data to be included in the logbook should include the following information: 
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 Each page should be numbered, and labelled with a project reference. 

 

 Author. 

 

 Date. 

 

 Reference number to the particular project that the model relates to.  

 

 Reference to a previous model (from which a new model is developed), if 

applicable. 

 

 Reference to relevant section of modelling specification.  

 

 Description and sketches describing the model geometry development, 

allowing a reviewer to follow the model development.  

 

 Change history (differences between models as they are developed);  

 

 Model description, including details for the following:  

- Source term (position, energy spectrum, directionality, etc),  

- Materials used for the various parts (cells) of the geometry.  

 

 Full references should be given to supporting data used to develop geometry 

models and physics modeling techniques, including engineering drawings, 

measurements, technical papers, etc.   

 

 Records of assumptions / approximations made in setting up the models.  

 

 Details and justifications, for all departures from normal practice (for example, 

the use of special variance reduction techniques in MCNP).  

 

 Record of the version of the code being used.  

 

 Details of, and reference to, all nuclear data used (e.g. fixed library supplied 

with the code).  

 

 Comments throughout.  

 

 Records of model filenames (input and output files), and directory path 

structure.  

 

 Records of filenames for analysis programs and spreadsheets etc.  

 

 Details of computer run times as appropriate.  

 

 Details of output results / tallies, and uncertainties.  

 

 Derivation and statement of “fitness for purpose” of modelling technique 

depending on the end-use and consequences (for example with regard to the 
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effect on the output of a measurement system).  

 

 Record of peer review of models.  

 

 Record of any manual “check” calculations / spreadsheets which might be 

performed in order to add confidence in the validity of the modelling code 

results (for example it is common practice, when setting up new modelling 

approaches, to check the validity of the results incrementally, to build up 

confidence in each new stage of the approach).  

 

 

Model checking: 

 

During the development of a geometry model for an NDA system, full use should be 

made of any in-built or subsidiary geometry debugging facilities.  These may allow 

detailed views to be displayed, with graphical indications of areas with erroneously 

defined geometry.  Examples include the MCNP-VISED program, available with the 

most recent distributions of MCNP. 

 

Models should be checked and validated (“peer reviewed”) by a physicist, qualified in 

the operation of the particular modelling code and procedure.  Model checking 

records sheets may be used as appropriate to provide evidence that the checking and 

validation has been carried out correctly.   

 

Typically, when developing a geometry model for a system which is to be used to 

perform calibrations, model development should proceed (recording full details of the 

model development process, in the logbook) until a base model has been developed, 

for which it can be demonstrated that adequate benchmarking agreement can be 

obtained, with experiment.  At this stage, the model should be “frozen” for future 

reference, and subject to peer review.  Normally, parameters of interest (e.g. waste 

drum dimensions, source geometry, fuel element enrichment, etc) are then varied, to 

perform the modelling campaign (it is not normally required to perform peer review 

for each of these individual models).  When used for calibration applications, system 

details such as the nuclear data libraries, physics tallies deployed, and detector 

configuration, should not normally be varied at this stage, having frozen the base 

model.  However, when used for sensitivity studies / design studies, it may of course 

be necessary to make modifications of this kind, in which case additional peer reviews 

may be performed, depending on the complexity of each particular application. 

 

 

Departures from established normal practices: 

 

Departures from normal practices (as prescribed in the code manual) should be fully 

justified and documented.  Operators should be fully conversant with the correct 

methodologies for using a particular modelling code (for example, through 

completing an MCNP course).  It is outside the scope of this document to prescribe 

specific methodologies for operation of specific codes.  However, operators should 

comply with the conditions of the code manual, which generally reflect a large 

amount of accumulated experience from a range of operators (for example, using beta 
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– testing, and input from user’s forums).  All departures from these normal procedures 

should be subject to written justification. 

 

 

5.5. Nuclear Data 

 

5.5.1 Introduction 

 

The design, evaluation and interpretation of NDA measurements invariably require 

basic physical data such as decay data and interaction coefficients to be available. 

 The experimental and theoretical literature on the determination of such quantities as: 

half-life; decay scheme; energy; branching ratio; photon interaction coefficients; 

neutron cross-sections; reaction product yields; charged particle stopping powers etc. 

is vast, in a constant state of change, and can be confusing.  The task of collating and 

evaluating data to create a self-consistent, or at least a screened, reference set is an 

activity requiring specialist knowledge, experience and tools.  It can often be a 

painstaking undertaking and might best be described as a scientific art. 

  

For the most part, therefore, the selection of physical data is best made from a 

reputable and recent evaluated source which will be maintained.  It should be 

referenced and remain accessible so that other workers may also make use of it to 

repeat the calculations made with it. 

  

A physical measurement is meaningless unless it is accompanied by a statement of the 

confidence in the results.  Similarly the data one uses should have an uncertainty 

assessment associated with it.  For some classes of data this may be hard to provide. 

 If the experimental data base is sparse, contradictory and or highly convoluted with 

other physical data or if theoretical models have been used to guide the evaluation it is 

often quite difficult to evaluate the uncertainties objectively.  Some evaluators may 

provide semi-subjective commentary.  Furthermore the uses of the data may not result 

in a simple sensitivity analysis.  For example in calculating the slowing down 

behaviour of fast neutrons in a material the scattering cross section and chemical 

binding treatment may be sampled many times in a highly problem dependent way.  

In such cases it is useful to have several evaluated data sets available, perhaps 

different revisions or perhaps performed by different groups, to use as reference 

values, and to repeat to calculations to find out what impact a particular choice has.  It 

is also valuable to vary the input data systematically in other ways to determine the 

sensitivity for the problem at hand. 

  

Accordingly we may think of evaluated data as being a convenient source of reference 

data.  The particular evaluation one chooses should ideally yield results that are 

acceptable against benchmarks relevant to the problem at hand but it is a mistake to 

think of a particular evaluation as necessarily the best data.  An evaluation provides at 

best a snap shot which is hopefully reasonably representative of the current state of 

knowledge.  The proof of which data set is better than another depends on detailed 

comparison against careful experiments and this can be rather difficult to decide. 

 Evaluations of difference provenance therefore have great value in allowing the user 

of the information to gauge the impact on the final results of interest to them, of the 

choice of data. 
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If a system has been calibrated in such a way that it makes use of a particular set of 

physical data then it is important that the interpretation of the measurements make use 

of the exact same data in as much as that matters to the outcome.  In other words one 

should be rigorously consistent. 

  

Similarly one cannot change the data used to interpret data arbitrarily as new 

evaluation become available since, although this may result in a ‘better’ decay 

correction, say, it will also result in a discontinuity with what went before and the 

important purpose of some measurements is to consistently verify the item is 

unchanged.   

  

Many computational tools have embedded within them data sets which the user can 

make use of, and the same is true also of some interpretational codes which have 

preloaded libraries (e.g. MGA).  In these cases the user is freed from the burden of 

searching and selecting suitable sources of data but retains the responsibility of 

confirming the data is fit for purpose and does not give rise to inconsistencies in use. 

  

The purpose of this “good practice guide” is to provide guidance to ensure that correct 

procedures are followed in the selection of nuclear data sets, as part of performing 

modelling calculations in NDA.  The important point here, is that one should follow a 

defined set of principles, in order to provide confidence in the validity of the nuclear 

data deployed.  In practice this includes issues such as what factors need to be 

considered when selecting the most appropriate nuclear data library, and how these 

data libraries should be managed. 

 

It is outside of the scope of this document, to prescribe recommended values for 

specific nuclear data parameters.  The nuclear data must be considered as part of a 

closed system when used as part of a modelling code, and can only be validated as 

such.  However, it is possible, from the extensive benchmark exercises that have been 

performed in support of the development of modelling codes in nuclear materials 

safeguards, to comment on areas where further attention is needed., and on exercises 

which indeed provided useful information on preferred nuclear data sets, in the sense 

that the best agreement was achieved with benchmark experiments. 

 

We present in references [34, 35, 36, 37, 38, 39, 40, 41 and 42], examples of recent 

work in the fields of neutron and gamma NDA techniques. 

 

 

5.5.2. Nuclear data for Monte Carlo simulation of neutron counters 

 

All Monte Carlo codes for neutron transport simulation are provided with cross 

section libraries.  For instance MCNP, one of the most frequently used codes, is 

distributed with its own set of libraries and continuously new libraries are produced 

by different laboratories following the demand and the release of upgraded new 

evaluated nuclear data files (ENDF, JEFF, JENDL and others).  A world-wide activity 

of validation of these data is permanently ongoing.      

 

It is out of the scope of this guide to discuss and analyse the quality of MCNP 

libraries.  Generally speaking, neutron counting requirements are not different from 

any other application of Monte Carlo codes and no specific improvements are needed, 
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with maybe just the following exception.       

 

All the modelling codes need an adequate description of the medium properties and in 

the case of codes used in modelling NDA techniques the nuclear data are the most 

relevant.  Often codes are released with their set of nuclear data.  Any validation 

procedure guarantees the correct performance of the code and associated nuclear data, 

so it has to be considered a unique and compact system.  Changing nuclear data will 

invalidate the passed validation and require a new benchmark of the code with the 

modified data. 

 

We will provide here a synoptic of nuclear data used in neutron counting. The nuclear 

data needed depend on the kind of application.  For instance they are used by some of 

the interpretation models applied to process the rough measured data.  In this section 

we will consider the so-called “point model” that is generally implemented in the 

systems based on the multiplicity counting technique. 

 

 

5.5.2.1. Models for the interpretation of measured data 

 

The point model is at the basis of the multiplicity counting technique [43 and 44].  It 

states that it is possible to determine the spontaneous fission rate in a plutonium 

sample by measuring three experimental quantities (the Singles, Doubles and Triples 

counting rates) and solving the system of the three equations governing the diffusion 

and detection of neutrons: 

   11sMFS    Eq 1 
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  Eq 3 

where: 

 

F = spontaneous fission rate in sample, 

 = neutron detection efficiency, 

M = Total neutron multiplication  

       (in practice the model requires that the leakage multiplication ML = MT), 

 = (,n) to spontaneous fission neutron ratio, 

fd, ft = doubles and triples gate fraction, 

sj = j-th moments of the spontaneous fission neutron distribution, 

ij = j-th moments of the induced fission neutron distribution. 

 

The gate fractions fd, ft represent the proportion of the doubles and triples coincidence 

signal (respectively) which is observable within the fixed, finite duration coincidence 

counting interval.  Reference [45] gives a description of the calculation of these 

parameters. 

 

The nuclear data appearing in the point model equations above are the first, second 

and third reduced factorial moments of the multiplicity distributions.  They are 

defined as: 
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where r is the reaction identification having value s (spontaneous fission) or i 

(induced fission) and Pr() is the multiplicity distribution (probability that in a fission 

event  secondary neutrons are generated).  To compute them it is therefore necessary 

to know the multiplicity distributions for spontaneous and neutron induced fission.  

The knowledge of other nuclear data is necessary, even if they do not appear directly 

into the equations.  To relate the spontaneous fission rate (F) to the 
240

Pu equivalent 

mass we need to know the specific spontaneous fission neutron emission rate 

(neutrons per second gram of Pu), which is determined by the decay constant, the 

spontaneous fission branching ratio and s1 of 
240

Pu.  Then to compute the total 

plutonium mass (
total

Pu) from the 
240

Pu effective mass, the same data for the other 

even numbered plutonium isotopes (
238

Pu and 
242

Pu) are used.  Moreover to determine 

the  ratio we need to know the specific (,n) neutron yields for all the five plutonium 

isotopes and for 
241

Am. 

 

In the notation used by LANL and Canberra, one defines the second factorial moment 

as v2=<v(v-1)> =sum{v(v-1)P(v) taken over v=1 to v_max} and the third factorial 

moment as v3=<v(v-1)(v-2)>=sum{ v(v-1)(v-2)P(v) taken over v=2 to v_max}.  

Working in terms of these factorial moments and in the equations for S, D and T one 

would therefore use v1/1=v1/1!, v2/2 =v2/2! and v3/6 = v3/3! explicitly where vn/n! 

is called the reduced factorial moment.  However, in the alternative notation used by 

JRC (and expressed in equations 1, 2, 3 and 4 above) one works in terms of reduced 

factorial moments directly such that sj denotes the j-th reduced factorial moments 

(that is, the JRC formalism).  This may appear confusing at first.  However it is 

simply a matter of convention; the nuclear data and equations are identical.  The 

outcome is that with the (JRC notation) vn in equations 1, 2, 3 and 4 it is necessary to 

replace these terms by vn/n! to convert to LANL notation.  Similarly, it is necessary to 

replace the terms by n! vn when converting from LANL to JRC formalism.   

 

Expressions for the solution of equations 1, 2 and 3 for the three commonly unknown 

parameters F,  and M, are given in references [44] and [46].   

 

 

5.5.2.2. Nuclear data for neutron transport  

 

In Monte Carlo simulation the entire instrumental device is described and all the 

possible physical events from neutron generation, during transport, until detection 

must be adequately modelled.  This means that the nuclear data set required is omni-

comprehensive.  Here we give a short list of physical properties involved:   

 

- cross sections for all neutron reactions for all the materials contained in the 

samples, sample containers and neutron detectors; 

- spontaneous fission data (half-life, branching ratio, neutron yield, multiplicity 

distributions, secondary neutron spectra) for even isotopes of Pu, 
238

U and 
252

Cf; 

- induced fission data (neutron yield, multiplicity distributions, secondary neutron 

spectra, dependence from incident neutron energy) for all U and Pu isotopes; 
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- (-n) reaction data (alpha-decay constant, neutron yield in different compounds 

and emitted neutron spectra) for all U and Pu isotopes and 
241

Am; 

- interrogation source data (neutron yield and spectrum) for AmLi and other sources 

used in active neutron counting. 

 

Most of the neutron counters have polyethylene as moderator.  At thermal energies 

lattice effects on neutron scattering are not negligible.  MCNP can use a special 

thermal treatment, S(,) [4], to model this effect.  Unfortunately only a single S(,) 

library is available for polyethylene at 300 K.  Extensive studies and the already 

referred benchmarks have shown some systematic deviations especially in strongly 

moderated systems.  There is also experimental evidence of the influence of 

temperature.  Some improvements in Monte Carlo simulation could be probably 

expected by a better modelling of the thermal treatment and/or by the production of 

temperature dependent S(,) libraries for polyethylene. 

 

In appendix A we provide a collection of neutron nuclear data that derive from the 

experience in benchmarking NDA instruments and measurements. 

 

 

5.5.3. Nuclear data used in gamma spectrometry 

 

The most common application of modelling to gamma spectroscopy in nuclear 

material safeguards applications is the “physical model” used to interpret the gamma 

spectra of U and Pu and derive their isotopic composition according to the intrinsic 

calibration method.  This principle finds direct expression in analysis codes such as 

MGA [47], MGA-U [48] and FRAM [49] and IGA [50].  

 

In practice, the application of Pu and U isotopics analysis codes such as MGA, FRAM 

and IGA is somewhat different in character, than quantitative codes such as Monte 

Carlo codes used to calculate detector responses.  The codes use nuclear data but this 

is relative and based on operational experience and may not correspond exactly to 

book values.  Typically only counting statistics are propagated and this is a weakness.  

In practice, with these codes, issues such as the method of fitting peaks, understanding 

peak resolution broadening and methods of stripping the spectral continuum, effects 

of interference peaks, etc, are very important, emphasising the importance of 

understanding the problem, on commencement of a modelling program. 

 

The nuclear data necessary to perform this type of analysis are those necessary to 

compute the gamma-ray emissions for the uranium and plutonium isotopes, that 

reduces to the decay half-lives and the branching ratios, the latter being the 

probability that following a decay a gamma ray with a specific energy is emitted.  

There are not a lot of recent and accurate data for branching ratios of uranium and 

plutonium isotopes, the most complete collection dates back to the 70’s [42]. 

 

Nevertheless it is important to remark that when gamma spectrometry is used for 

isotopic composition determination than for quantitative assessment.  This means that 

it is not required a high accuracy on the absolute values of the individual branching 

ratios, but a good knowledge of the relative intensities between different energies.  

This feature has a little bit opened the door to a sort of flexible interpretation of the 

branching ratios to be used in the gamma spectrometry codes. 
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Based on the fact that experimentally measured branching ratios are known only with 

large uncertainties and on the need to have just accurate relative ratios, the branching 

ratios are often treated not as nuclear data, but as adjustable parameters.  This means 

that often the branching ratio data set has been tuned by the authors in order to 

reproduce at the best a set of results on experimental data with well-characterised 

standards.  Of course this empirical approach limits the application of the data set of 

parameter set-up (no longer to be called nuclear data) only to cases contained within 

the “phase space” of the trial set.  Any change of the kind of application to materials 

or conditions outside the validation boundary will cause a lack of validity of the 

parameter file and require a new validation or a new parameter set.  Of course the 

adjustment of the branching ratios cannot be left arbitrarily free to the ordinary user.  

Only the real specialist should be allowed to change the branching ratios and to 

release a parameter file with a well-defined range of validity and a new appropriate 

validation. 

 

This empirical procedure has been followed historically in most of the applications of 

gamma spectrometry to nuclear safeguards and has produced excellent results, so it is 

considered justified even though for a purist it would seem a little bit “handy craft” 

and cannot be described as a recommended example of a good practice.  From a 

formal point of view the most correct approach would be as follows.  The handycraft 

probably reflects the fact that the book values need changing.  Note also that book 

values apply across the whole range, but MGA only needs differences in groups. 

 

- to fix the branching ratios and the other nuclear data to the best known available 

value with their associated uncertainties and store them in a unique configuration 

file independent from the kind of application; 

- for each application domain, benchmarking (see section 5.2) the performances of 

the system (code + nuclear data) to a set of experimental data; 

- to derive accuracy and eventually (application dependent) bias factors; 

- to apply “a-posteriori” correction factors to account for systematic deviations of 

the method.  

 

It should be noted that gamma spectroscopy is also, of course, used for quantitative 

assay of / isotopes in various applications in waste management and 

decommissioning, as well as for uranium and plutonium assay in safeguards and 

waste sentencing.  As described above, the validity of any modelling used to calibrate 

these systems, is dependant on the existence of established benchmarks, covering the 

full “dynamic range” of the modelling deployed.  In applications where calibration 

relies on computer modelling to calculate the attenuation of gamma rays in a sample 

(e.g. ISOCS), data libraries describing the mass attenuation coefficient as a function 

of gamma ray energy, are also used.  This data is based upon the photoelectric, 

Compton scattering, and pair-production cross-sections.  The basic principles 

governing best practice of such libraries, are the same as those described above for 

neutron cross-sections.  The data in these libraries is generally better defined than 

neutron cross-sections, where there are some known issues for particular isotopes / 

neutron energies, particularly in regions showing rich resonant structure. 

 

References [34, 35, 36, 37 and 38] provide useful further reading, on this subject. 
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5.6. Physics treatments 

 

 

5.6.1. Physics aspects of cross-section data 

 

To a large extent, and especially as far as neutrons and photons of energy below 20 

MeV are concerned, the physics involved in Monte Carlo simulation, is 

fundamentally based on the nuclear data available to and selected by the user.  Taking 

into account effects such coherent/incoherent scattering, form factors, Doppler and 

temperature effects, angular distributions, the neutron cross-section data is for 

instance used to determine: 

 

 How far will a particle travel before colliding. 

 If a collision occurred, which component isotope was that collision with. 

 What fraction of the particle weight was absorbed. 

 Which type of reaction occurred. 

 How many secondary neutrons are emitted and for each of them what is the 

energy and angle of emission etc.  

 

There are many data libraries available to users and a serious selection of the library 

to use for a particular application can thus be important for many reasons.   

 

Neutron cross section libraries, for instance, contain in addition to neutron cross 

section data for tens of reactions, angular and energy distribution for many reactions, 

heating numbers, reaction Q-values, photon production cross section etc.  These 

libraries have become so simple to use that they are easy to abuse too.  They result 

from processing the nuclear data evaluations and compilations, which themselves are 

the fruit of experiments and model codes, using codes such as NJOY to yield data 

either in a so called pointwise or multigroup form.  

 

In generating data, various evaluation and processing methods are used and many 

approximations, assumptions and choices are made, such as choice of experiments 

and representations, interpolation, thresholds, Q-values, representation of angular 

distributions as equi-probable bins, etc.  For the same evaluation, a different 

processing may also be applied using different processing codes (NJOY, TRANSX, 

AMPX, SCALE), resulting in either full continuous (class C, e.g. 26000.60C in 

MCNP jargon), thinned continuous (e.g. 26000.61C in MCNP) or discrete energy data 

(e.g. 26000.60D), which might also have different temperatures, tolerances etc.  

Discrete energy versions (Class D) of continuous energy libraries have often been 

produced, when computer memory was of essence, whereby all cross sections are 

averaged into a fixed set of 262 energy bins.  

 

In choosing neutron cross section tables, one should thus consider the sensitivity of 

results to different evaluations and philosophies, the neutron energy spectra involved, 

the temperature at which data were processed and the availability of photon-

production data.  This is achieved by running the modelling codes using cross-section 

libraries or using special codes designed to produce tailored cross-sections for use by 

specific modelling codes / applications. 
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Above 20 MeV and up to 150 MeV, some nuclear data has to some extent become 

available in recent years but this is still insufficient.  Thus, a combination of data, 

nuclear models and various approximations are often made use of to the best one can.  

Above 150 MeV theoretical models, with their assumptions and approximations are in 

general the only option.   

 

Electron transport physics is important in some gamma assay modelling applications, 

where the secondary gamma radiations produced by electron (photoelectrons) 

interactions, are important for the particular calculation.  In electron transport, the 

physics primarily based also on the cross section data available to which, more 

approximations (than for neutron transport) are applied and the effects (e.g. 

bremsstrahlung) considered are more varied.  Various algorithms for multi-scattering 

are used in electron transport which is analogue in essence.  The user must be aware 

of, not all which cross-section data is used, but also of all the models, algorithms and 

approximations, assumptions and defaults options (cards) used within a code as to 

avoid the black box syndrome.  

 

 

5.6.2. Variance reduction techniques 

 

For problems where analogue simulation is inappropriate, a non-analogue game can 

be played by sampling from a distorted transport kernel, whereby the expectation 

values of the different scores are preserved, whilst the particle histories that contribute 

most to the required scores are forced to be sampled more frequently.  Such methods 

are universally used for deep penetration problems or highly scattering problems [51, 

52 and 53]. 

 

The objective of distorting the transport kernel (known as biasing) is to reduce either 

the variance of the score (variance reduction techniques) or the computer “runtime” 

(acceleration techniques) needed to obtain a given statistical accuracy.   

 

A measure of the success of any biasing method can be obtained by investigating the 

ratio  
T2

1


 where 2  is the variance on the final score and T is the computer time 

used to obtain that variance.  This ratio is often called the Figure of Merit (FOM) for 

the simulation.  An increase in the FOM, which depends also on the machine used, 

indicates an increase in the efficiency with which the simulation is being performed.   

 

Many effective biasing schemes exist are currently being developed further.  Some of 

the methods, such as particle splitting and Russian roulette, have almost universal 

application, whilst others, such as the exponential transform, are limited to certain 

classes of problem.  Some of these techniques require care, for example angular 

biasing may not allow for scatter build-up properly. 

 

MCNP, for instance, uses the following four types of variance reduction techniques: 

 

 Truncation methods: time and energy cut-off. 

 Population control methods: weight cut-off, geometry or/and energy splitting and 

Russian roulette, weight window generator. 
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 Modified sampling methods: implicit capture, general source biasing, forced 

collisions and exponential transform. 

 Partially deterministic methods: point and ring detectors and DXTRAN. 

 

These methods and their application are fully described in the MCNP manual and the 

sample problem paper for variance reduction in MCNP by Booth [54].  It has been 

shown that applying appropriately most of the above techniques to a deep penetration 

problem example in the Booth paper, one reaches convergence within a few minutes 

compared to estimated years of calculations on a 1990’s PC.  

 

Because variance reduction techniques use non-analogue particle transport with no 

real tracks involved, it can happen that portions of the physical phase space may not 

be allowed to contribute to the results.  In such cases, one may not be sampling the 

right problem but rather a totally different one; yet giving all seemingly good results 

that may be inaccurate by as much 2 to 3 standard deviations.  This is called false 

convergence, which is a major pitfall in variance reduction techniques.  

 

This can not happen in analogue transportation (preferred whenever possible) 

whereby as one is dealing with real physical tracks and particles, one can not force too 

much sampling in one area of importance or direction, thus ensuring that the problem 

to be modelled contains all the source particles.  Despite ever more powerful 

computers, variance reductions techniques are often required in many deep 

penetration or high scattering problems.  However and fortunately many NDA 

applications such as detector response calculation would not require variance 

reductions and acceleration techniques in general.  Furthermore codes such as MCNP 

have now installed statistical packages that if added to user experience and open eyes 

can avoid help in avoiding such pitfalls. 

 

In a Monte Carlo simulation, the average underlying behaviour of the system is 

inferred from the sampled behaviour of simulated particle histories by invoking the 

Central Limit Theorem of mathematical probability
 
on which the techniques is 

fundamentally based.  It is thus only appropriate to mention here that one needs to 

check that central limit theorem is satisfied.  

 

MCNP has arguably one of the most robust statistical analysis packages of all Monte 

Carlo codes.  In addition to the usual mean and variance, the user is provided with the 

variance of the variance (VOV), which involves the first four history score moments 

and represents the error of the error.  The tally score probability density function 

(PDF) is estimated and ten statistical checks are incorporated to avoid false 

convergence.  False convergence is quantitatively characterised by the non-existence 

of the variance or mean (1
st
 and 2

nd
 moments) and thus the non-satisfaction of the 

central limit theorem, which is the most fundamental principle in the Monte Carlo 

method.  By inspecting the slope of the tail of the underlying tally score PDF one can 

estimate the number of moments that exist and hence determine whether the VOV, the 

variance and even the mean exist.  The VOV is more sensitive to large history scores 

and should decrease as 1/N where N is the number of  histories.   

 

Sensitivity to other factors such as sample density, container wall details and moisture 

content, do not produce Gaussian shaped uncertainties.  Therefore special 

consideration (normally through sensitivity studies) is required to determine the shape 
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of their distributions to allow propagation to calculate the correct TMU.  The effect of 

each parameter variation, on the output, must be carefully studied, sampling results 

using a known probability distribution to represent the realistic possible range of the 

parameter (for example Gaussian, rectangular, or triangular distribution).  A similar 

sampling exercise would then be followed to combine the effects of simultaneous 

variability in different parameters.   

 

 

5.6.3. Thermal effects and related issues 

 

Thermal neutron transportation is complicated by the fact that neutrons do not see a 

single nucleus but the entire molecule and because the velocity distribution (Doppler 

broadening) of the target atoms and molecules in the laboratory frame cannot be 

neglected.  Target nuclei are put in motion by the zero-point motion and non-zero 

temperature of the material as the neutrons tend to be thermalised to the 

corresponding energies.  Low energy and wavelength neutrons may interact with the 

lattice spacing of the solid thus creating peak structures in cross sections, each one 

corresponding to a particular set of crystal planes.  Furthermore coherent scattering 

(interference of scattered waves) add constructively in some directions and 

destructively in others thus affecting the angular distributions (Bragg scattering).  The 

double differential cross sections are also modified as neutrons can loose or gain 

energy in discrete amounts.  

 

Temperature effects are difficult to model and can be particularly important if AE/kT 

is small where A is the atomic weight of target, E the neutron energy, k the 

Boltzmann coefficient and T is the temperature.  Consequently, in many problems 

where thermalisation (< 4 eV) is involved, the thermal S(,) tables [4] should be 

invoked to model the neutron scattering as impacted by the binding of the scattering 

nucleus in the moderator.  In MCNP thermal S(,) tables are invoked using the MT 

card to model the neutron scattering as impacted by the binding of the scattering 

nucleus in the moderator.  The isotope scattering data is then overridden if one is in 

the S(,) energy range.   

 

When comparing the response functions of various polyethylene moderated detectors 

used in NDA measurements, the agreement obtained is generally better for cadmium 

lined detectors (fast or epithermal neutron spectrum) than for fully thermalised 

assemblies.  This may suggest that one may need to refine our use and knowledge for 

polyethylene, perhaps as far as the S(,) treatment and temperature effects are 

concerned.  Agreement is also often better for cylindrical assay chambers, than for 

square chambers, indicating the greater degree of difficulty in accurately modelling 

the multiple scattering of neutrons in corner regions of the latter geometry (where the 

effects of any inaccuracies in cross-section data will become more pronounced). 

 

A test example is shown in table 2 whereby a neutron collar detector installed at a 

processing plan was modelled with and without the S(,) treatment for a magazine 

full of MOX (Mixed Pu-U) oxide reactor pins [55].  The difference in Reals rates, the 

best signature for verification, is as much as 7.9%.  It is 4.2% for Totals rates.  
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Collar counter – MCNP 
modelling method  

Calculated 
quantity 

Count rate 
(s

-1
) 

 Ratio of result 
(with / without 
thermal 
treatment) 

with S(,)  treatment Reals  1.1999E+04 7.9% 

 Total 3.4423E+05 4.2% 

    

without S(,) Reals 1.3023E+04  

 Totals 3.5948E+05  

 

Table 2:  MCNP calculated Reals and Totals count rates for a Collar (for a MOX 

fuel pin magazine) counter with and without thermal treatment [55]. 

 

 

5.6.4. Neutron multiplicity distributions 

 

In assessing uncertainty budgets and sensitivity analysis, one must bear in mind that a 

poor knowledge or inadequate use of the multiplicity distributions can generate large 

uncertainties.  

 

In some codes, as previously done in MCNP, the number of neutrons generated in a 

fission event is calculated by sampling only two values:  

 

- Integer(<>) with probability = 1 – [<> – Int(<>)] 

- [Int(<>) + 1] with probability = [<> – Int(<>)] 

 

While this is reasonably adequate for reproducing, for a large number of events, the 

average number of neutrons, <>, and its derivatives related to the first moment such 

as neutron fluences, coincidence rates which are associated with higher moments of 

the multiplicity distributions are not correctly modelled in sampling the number of 

fission neutrons.  Recent modelling codes have successfully modelled the true 

multiplicity distributions correctly, however. 

 

 

5.6.5. Importance of random numbers in Monte Carlo modelling 

 
Monte Carlo simulation also relies heavily on using random (or pseudo-random) 

number generators.  Thus one must ensure that the random number generator used is 

sound and that any correlations between various calculations that may be due to using 

the same starting pseudorandom number is removed, as has been shown for example 

at the National Physical Laboratory [56] investigating the response functions and 

effective centre of a moderated BF3 counter at various energies and distances from the 

neutron source.  In such cases one should ensure that a different random starting 

number is chosen randomly to avoid unphysical structures and effects in the 

distributions and entities studied. 

 

References [4, 51, 52, 53, 54, 55 and 56] provide useful further reading, on this 

subject. 
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5.7. Treatment of Uncertainties 

 

In this section we define the different kinds of uncertainties, that are relevant for 

computer modelling applications in the field of NDA.  We describe best practice 

formalisms for expressing the uncertainties of (modelled) quantities, and how to 

propagate them to give their contributions towards the total measurement uncertainty 

of the end result of a measurement, consistent with established practice for NDA 

measurements (see for example [1]).  Illustrations are given with reference to 

examples of typical modelling applications, including typical sources of uncertainty, 

and how they are expressed, quantified and propagated.  The best practice procedures 

recommended here are consistent with the industry – recommended guidelines for 

treatment of uncertainties in NDA measurements, noting that modelling techniques 

are simply tools used to provide some of the parameters (most commonly the 

measurement parameter) required to evaluate the result of an NDA measurement 

(usually fissile mass or nuclide activity). 

 

In the last decade, modelling and simulation have been increasingly used in scientific 

research and in the analysis and design of engineering systems.  Studies have been 

devoted to the estimation of the total modelling and simulation uncertainty in 

computational predictions (see references [57 and 58] and the references herein).  

These studies generally consider different definitions of uncertainty and error than 

those defined and used for experimental measurements.  Commonly one can define 

the following components: variability, uncertainty and error. 

 

Variability describes the inherent variation associated with the physical system or the 

environment.  It is generally represented as a distributed quantity (e.g. the exact 

dimension of a manufactured part).  Variability is also referred to as stochastic 

uncertainty, aleatory uncertainty, inherent uncertainty and irreducible uncertainty.   

 

Uncertainty describes the source of nondeterministic behaviour and is sometimes also 

indicated as epistemic uncertainty and reducible uncertainty.  Uncertainty may be 

defined as a potential deficiency in the modelling or simulation process that is due to 

lack of complete knowledge (e.g. due to vagueness, nonspecificity or dissonance).  As 

a consequence, uncertainty may be reduced by increasing the knowledge.  Uncertainty 

typically is represented by modern information theories (e.g fuzzy set theory). 

 

Error is defined as a recognizable deficiency in any phase of the modelling and 

simulation that is not due to lack of knowledge.  Examples of errors are the finite 

precision arithmetic in a computer, approximations made to simplify the modelling of 

a physical process, mistakes or blunders made by the analyst.  Errors may be 

acknowledged (recognized, magnitude is known) or unacknowledged (not recognized, 

but recognizable)  The term “Bias” is often used to represent the fixed deviation 

between the true value and the measured value, as a result of such errors or mistakes. 

 

According to these definitions, variability and uncertainty differ from the error by the 

fact that the first two deal with a level of knowledge that is known (albeit this 

knowledge may be incomplete), while error deals with knowledge (and therefore a 

potential bias in the results) that is unknown.  Variability and uncertainty will produce 
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stochastic, non-deterministic effects, whereas errors yield a reproducible or 

deterministic bias in the simulation. 

 

Usually, the term “uncertainty” is used to embrace the above – defined terms 

“variability” and “uncertainty”.  At this point, it is important to understand the 

difference between the commonly used terms “random” and “systematic” 

uncertainties.  A random uncertainty is defined by a distribution of possible values of 

the parameter, centred about a mean value, usually corresponding to the true value.  

The nature of the distribution function (e.g. gaussian, rectangular, triangular) is 

important.  A systematic uncertainty represents as fixed bias or “error”, such that 

every measurement is different from the true value, by the same fixed amount.  

Poisson counting statistics is the most common example of a random uncertainty.  

This terminology has been largely superseded by the terms “Type A” and “Type B” 

uncertainties [59].  Type A uncertainties are those that can be evaluated by statistical 

means, whereas Type B uncertainties must be evaluated by other means.  Counting 

statistics is a common example of a Type A uncertainty, whereas the effect of an 

uncertain waste matrix, is typically represented by a Type B uncertainty because the 

uncertainty could be manifested as a fixed bias or “offset”. 

 

In the field of NDA measurements / modelling, both types of uncertainty can be 

important.  For example, consider the gamma measurement of drums of waste where 

drums can be classified according to density.  Each nuclide activity measurement will 

be subject to random counting uncertainties.  However, the uncertainty on the final 

activity may be a function of the drum density.  For example, it may be known that a 

certain waste matrix type / density, always gives the same bias, due to the effect of the 

physics algorithms being always the same for that type of matrix.  In this sense, the 

observed bias in the end result contains both random and systematic components.  

Thus when talking about drums of that particular matrix type, we can talk about a 

systematic uncertainty of say “10 % underestimation”, as well as a purely random 

component due to counting statistics.  However, when considering a random 

population of drums containing different matrices, the distribution of systematic bias 

can usually be treated as a random distribution.  Similar examples are also applicable 

for the results of computer modelling, applied to NDA applications. 

 

The term “precision” is often used to represent the repeatability of an observation, 

measurement or calculation.  In the absence of any bias or systematic error, it is often 

the case that the mean value converges on the true value, if a large number of 

observations is made.  The term precision is often used to represent random, statistical 

or “Type A” uncertainties. 

 

The term “accuracy” is used to describe the closeness of an observation 

(measurement or calculation) to the true value.  Thus an accurate measurement is one 

with a low bias and uncertainty. 

 

The term “Total Measurement Uncertainty” expresses the total uncertainty associated 

with a measurement.  It includes both the random and systematic components, and 

requires careful propagation of the individual terms. 

 

Further reading on the expression of uncertainties can be found in references [59, 60, 

61, 62, 63, 64, 65, 66, 67 and 68]. 
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This section aims at summarizing the most important sources of variability, 

uncertainty and error in computer simulations related to non-destructive assay and 

characterization of special nuclear material.  This discussion on uncertainty is equally 

valid for the use of modelling codes for other NDA applications (i.e. for measuring 

radionuclides that are not, in themselves, classified as special nuclear material).  It is 

assumed that commercially available and validated codes are used for that purpose.   

 

 

5.7.1. Estimation of total uncertainty determined by the variability of input 

 

Typical simulation problems that are considered here are: particle transport and 

interactions (neutrons, photons, electrons…), burnup and depletion computations, 

criticality calculations.  These problems are studied with Monte Carlo codes such as: 

MCNP, KENO, MCBEND, TRIPOLI, MORSE, EGS4, PENELOPE, MONK, ITS, 

FLUKA, LAHET, or deterministic discrete ordinates codes such as: ANISN, DOORS, 

DANTSYS, PARTISN, TWOTRAN, CEPXS/ONELD, or simple gamma ray 

attenuation codes such as ISOTOPIC, ISOCS, MERCURAD / PASCALYS and 

GAMMASHIELD. 

 

Most of the physical parameters describing these problems are identifiable as 

variability e.g. each parameter may be represented by a distribution.  The important 

point here, is the uncertainty knowledge of what is the true value of a parameter, 

which leads to an uncertainty in the end result of the simulation.  The total uncertainty 

resulting from the variability of different parameters is obtained by the well known 

uncertainty propagation laws.  If the simulation result is represented as a response F 

that, given a set of input parameters i  and i each with its variability i, defines the 

output then the variability on a simulation result R can be represented as : 
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    Eq 6 

 

Evaluation of the covariance terms requires that the matrix of behaviours is analysed. 

 

Typically advanced Monte Carlo methods use the technique of differential sampling 

that computes the derivatives of the response with respect to some of the input 

parameters at the same time as the response are used for that purpose.  Differential 

sampling with respect to material parameters is available in MCNP [4].  In such 

computations one or more of the parameters is varied between its boundaries and the 

variation of the result is observed.  Since not all parameters are independent of one 

another it may be necessary to investigate possible correlations.  However, for codes 

where such differential analysis is not available, it is necessary for the user to quantify 

the individual uncertainties by a comprehensive sensitivity study, exploring the 

sensitivity of the end result to variability in the parameters for which the true physical 

value is not known. 
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Interval mathematics is the simplest way to represent total uncertainty when only the 

bounds of parameters under concern are available.  Each uncertain parameter is 

described by an interval number   

 

Another approach is to use response surface methods which are used to assess 

variabilities.  The only way to determine the uncertainty will be by using the 

simulation code itself.   

 

 

5.7.2. Analysis of different types of uncertainty 

 

Table 3 lists the most important parameters generally used in simulation programs 

considered in this document. 

 

 

The physical dimensions: 

 

A problem definition (see section 5.1) for the simulation of particle transport requires 

that the dimensions of all objects are properly defined.  In practice the dimensions are 

only known with limited accuracy e.g. the dead layer of a HPGe detector crystal, the 

specific shape of the HPGe crystal when it is bulletized, the effective length of the 

anode wire in a ³He detector tube etc.  In these situations the best estimates should be 

used for these parameters, and it may be necessary to investigate the impact by 

considering different values for these parameters.   In many situations the actual 

geometry is simplified, and details (e.g. small objects) which are believed not to be 

important are not considered in the simulation.  Care should also be used in 

determining where the actual problem ends in space (e.g. it may be necessary to 

consider reflection by  nearby walls that at first sight may appear as not being part of 

the problem). 

 

 

Chemical composition: 

 

It is the properties of the materials that build the problem geometry that will 

determine the transport of particles and their interactions with these materials.  

Depending on the values of the cross sections for certain interactions some elements 

or isotopes may have an important impact on the result.  Hence the material 

compositions should be considered with care, and laboratory analysis may be required 

to determine the actual composition of certain materials in the problem.  Moreover in 

some problems, attention should be even paid to trace elements or impurities that may 

exist in the materials.  If these impurities have large interaction probability with the 

particles considered (e.g. neutron poisons) neglecting these may result in strongly 

biased results. 

 

 

Material density: 

 

The density of materials together with the composition determines the reaction rates 

of the particles that will interact with the material.  The density of materials is often 

looked up in standard tables describing the physical properties of materials, however 
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in practice the actual density may deviate from these values and it may be required to 

determine the density (e.g. the density of polyethylene used as neutron moderator).  

For gas filled detectors it is very important to know precisely the gas pressure and 

eventually to correct for temperature in order to determine the number of atoms per 

unit volume.  The density and composition of any gamma shields / collimators 

(especially graduated filters) is obviously important. 

 

 

Nuclear data: 

 

Cross sections are generally part of the simulation code and the user may not have to 

provide these.  However in some simulation codes the user may select the cross 

section libraries.  Cross sections should be selected with care and with judgment 

expertise:  the libraries should be fit for purpose e.g. the temperature at which cross 

sections are given should correspond to the considered temperature in the problem, 

when considering discrete energy groups, the grouping should be apt for the problem 

considered. 

 

For gamma calculations, the half-lives and gamma attenuation cross-section libraries 

are relevant.  The branching ratios and abundances of gamma emissions are important 

for quantitative gamma spectroscopy calculations, while knowledge of the neutron 

yields and multiplicity data is critical to understanding the uncertainties for neutron 

counting modelling.  Calculations performed with different credible data sets may be 

used to estimate the state of knowledge uncertainty. 

 

 

Monte Carlo calculation statistics: 

 

In Monte Carlo simulation, one of the most important computational parameters is the 

number of initial particles that is run.  Most codes consider the influence of this 

parameter and report results together with a relative uncertainty due to the finite 

number of histories that were run.  This uncertainty however may not be considered 

as the total uncertainty.  Consideration should also be given to the statistical 

convergence of a tally, as the number of source particles increases.  Some codes, for 

example MCNP [4], provide tools for monitoring this convergence.  If tallies are 

“well behaved”, then the standard deviation will be inversely proportional to the 

square root of the number of source particles that have been tracked.  However, it is 

possible that rare events (for example occasional contribution from very high weight 

particles) can give large step changes in tallies, causing departure from this normal 

behaviour.  Most Monte Carlo codes automatically provide statistical uncertainties as 

part of the normal output, so this component is easy to assess.  Tally fluctuation charts 

should be inspected to check for such behaviour, with reference to the guidelines in 

the code manual (for example, [4]). 
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Parameters subject to variability 

Physical dimensions of objects 

 Active length of detectors (e.g. anode wire length in the case of 
3
He 

detectors) 

 Dimensions of sample container 

 Dimensions of chamber walls 

 Germanium detector dimensions, dead layer details, inner core geometry and 

bulletisation. 

 

Chemical composition of sample 

 Enrichment 

 Isotopic composition 

 Trace elements, impurities 

 Neutron absorbers 

 Fissile material 

 Compound 

 

Density of materials 

 Physical state 

 Apparent density 

 Distribution of material 

 Gas pressure (e.g. 
3
He proportional counters) 

 Density / voidage of the structural materials used to construct a measurement 

chamber (e.g. polyethylene) 

 Density of gamma shields / collimators 

 Elemental composition and density of sample “matrix” 

 

Nuclear data 

 Origin of library 

 Discrete or continuous cross-sections 

 Types considered 

 Half-lives 

 Gamma attenuation data 

 Temperature at which cross sections are evaluated 

 Neutron source spectrum 

 Neutron source isotropy 

 

Irradiation/cooling history 

 For example the uncertainty in the fixed ratio between the activity of an 

inferred nuclide and one that is directly measured. 

 

Stochastic uncertainties from Monte Carlo modelling 

 Statistical uncertainty associated with the Monte Carlo result or “tally”, due 

to the simulation of a finite number of particles in a “run” 

 

 

Table 3.  Important parameters generally used in simulation programs, for which the 

uncertainty should be considered. 
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When using physics – based “variance reduction” techniques to “accelerate” Monte 

Carlo runs, effectively increasing the number of source particles that are tracked, great 

care must be taken to ensure that correct procedures are followed in accordance with 

the recommendations of the code authors and established benchmarks, in order to 

ensure that the results are reliable, and that no significant bias (systematic error or 

unacknowledged error) is apparent (see section 5.6 for further discussions on this 

subject).  Techniques appropriate for one type of problem (for example uncollided 

flux) may not be suitable for some other types of problems (for example where scatter 

contribution is needed). 

 

 

Possible sources of error or bias: 

 

Sources of error, as defined above, may be identified at two distinct levels: errors 

induced by the user of the code (e.g. simplifications used to describe the problem with 

the input parameters) and errors inherent to the code (e.g. made by the developers of 

the code). 

 

 

Acknowledged errors: 

 

Acknowledged errors are known by the modeller and the magnitude (bias) may be 

investigated.  Some examples of typical acknowledged errors are given in the table 4. 

 

 

Unacknowledged errors: 

 

Unacknowledged errors by definition are not accounted for when considering total 

uncertainty.  As such, unacknowledged errors are mistakes, which are best avoided by 

thorough verification.  Examples of unacknowledged errors are given in Table 5. 

 

 

5.7.3. Total uncertainty in absolute versus relative simulations 

 

Simulations results generally can be used in two ways: as an absolute simulation 

result (e.g. absolute detection efficiency of a HPGe detector) or in a relative way 

where the actual result is the ratio of two simulation results.  Relative simulation 

results are typically used to predict a response of a measurement situation which is not 

too much different from another measurement situation (e.g. detector response of a 

point source compared to a small volume source in gamma ray spectrometry). 

 

The absolute simulation clearly will by the most sensitive to the variability of the 

input parameters and errors. 

 

When considering the ratio between two problems that are not too different from one 

another, the impact of certain problem definition parameters can be minimized.  It is 

usual to perform such relative calculations, within the confines of a known parameter 

space for which benchmark data exists, and so the results are known to be reliable. 

 



54 

 

Acknowledged error 

Cut of parameters used in a Monte Carlo code 

 Energy cut-off 

 Particle weight cut-off  

 

Effect of Boundary conditions 

 Reflecting walls 

 

Effect of Boundary conditions 

 Reflecting walls 

 Absorbing walls 

 

Effect of geometry simplifications (sometimes known from benchmarking) 

 Ignoring trace elements 

 Ignoring certain geometry details 

 Simplification of detector geometry model 

 

Discretization 

 Spatial step sizes and grids 

 Discrete angular direction quadrature set (anisotropy) 

 Temporal step sizes 

 Conversion from continuum mathematics to discrete mathematics (binning) 

 

Table 4.  Examples of acknowledged errors in application of modelling codes. 

 

 

Computation parameter 

Mistakes in the input: 

Incorrect cross-sections used 

Incorrect use of physics techniques such as the following, leading to a bias in the 

results: 

 

Mis-use of variance reduction techniques 

Mis-use of physics approximations (e.g. importance functions, treatment of 

electron scattering) 

 

Table 5.  Examples of unacknowledged errors in application of modelling codes. 

 

 

5.7.4. Expression and propagation of uncertainties 

 

It is important to ensure that each result of a modelling simulation is expressed 

together with its associated uncertainty, in a manner which both ensures clarity (that 

is, it is clear to the end – user exactly what the result means) and facilitates 

straightforward propagation of uncertainties so that the impact on the uncertainty on 

the final NDA measurement result can be calculated. 
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The recommended basic steps to follow in the evaluation and expression of 

uncertainties associated with modelled parameters which relate to a measurement 

quantity through calibration, are as follows: 

 

1. Identify the key input uncertainties with respect to their different outputs. 

2. Identify different possible model formulations and compare them. 

3. Identify the nature of the various parameter uncertainties (e.g. random versus 

systematic uncertainties). 

4. Obtain estimates for the uncertainty associated with each of the input 

parameters which are fed into the modelling process. 

5. Determine the effect of each input uncertainty on the associated uncertainty in 

output quantity (for example, a detector tally).   

Sensitivity studies are often used to determine the effect of an uncertain input 

parameter, on the uncertainty associated with the output parameter. 

6. Determine the standard uncertainty for each parameter. 

7. Propagate the standard uncertainties on the individual model parameters, to 

determine the effect on the instrument calibration parameter and ultimately the 

standard uncertainty on the final measurement quantity. 

8. Apply the appropriate multiplier to express the final result at the desired 

confidence level. 

 

We present below, a formalism for expressing and propagating uncertainties, based on 

established practices [1, 59 and 61]. 

 

The expression of the value of the result of a measurement or calculation, F, is 

incomplete without a statement of its evaluated uncertainty, U.  This characterises the 

range in which the “true value” is estimated to lie with a given level of confidence.  

Any particular observation (i.e. measurement or calculation) will then produce a 

sample value that lies somewhere within a defined probability distribution function at 

which the “true value” is usually located at the mod-point (for example in a Gaussian 

or “normal” distribution).  It is important to understand the nature of the probability 

distribution function, because it is usually the confidence level that is of direct interest 

to the end – user. 

 

Each parameter has an associated uncertainty i that characterizes the spread of values 

within which the true value xi is believed to lie.  If xi may lie anywhere within a 

specified range of values with equal probability, it is said to have a rectangular 

probability distribution and the uncertainty is expressed in terms of the value for the 

semi-range.  Alternatively, the probability distribution can be normal (i.e. Gaussian), 

and the standard deviation (or a given multiple of the standard deviation) may be 

used.  An uncertainty should always be expressed in terms of a numerical value for an 

associated level of confidence.  This obviously means that the type of the probability 

distribution should also be known.  If the nature of a particular distribution is 

unknown, a conservative approach is to assume that it is a rectangular distribution, as 

this will lead to a conservatively high standard uncertainty value. 

 

Table 6 summarises the common types of probability distribution functions that are 

relevant when calculating uncertainties.  The “divisor” gives the number by which the 

stated uncertainty parameter must be divided, to give the corresponding “standard 

uncertainty” at a 67.7 % confidence level, equivalent to “one standard deviation”.  
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When propagating uncertainties, one should use the standard uncertainty value for 

each parameter. 

 

The combined standard uncertainty of the output quantity, u, is derived by the 

summation in quadrature of each of the individual standard uncertainty terms as 

shown in equation 7 (assuming that the terms are uncorrelated). 

u = [  u(i)
 2

 ] 
½ 

     Eq 7 

Guidance for procedures to propagate uncertainties can be found in the literature [62, 

63, 64, 65, 66, 67 and 68]. 

 

Distribution Parameter Confidence level Divisor (k) 

Normal 1 standard deviation 67.7% 1.0 

Normal 2 standard deviations 95.5% 2.0 

Normal 3 standard deviations 99.7% 3.0 

Rectangular semi-range 100% 3 

 

Table 6.  Common types of probability distribution functions. 

 

The above expression applies only when the input quantities are independent of each 

other, i.e. when they are uncorrelated.  Correlation analysis [61] should be used if this 

assumption does not hold.  Furthermore, care may be required to allow for the non-

normal behaviour of the “high end tail” of common probability distributions. 

 

When the standard uncertainty has been calculated, after propagating each of the 

individual terms, an appropriate multiplier or “coverage factor” should be applied so 

that the final uncertainty result is expressed at the desired confidence level.  The 

standard uncertainty (multiplier of 1) equates to a confidence level of 67.7 %.  If a 

multiplier of 2 is applied (equivalent to 2 standard deviations for a normal 

distribution) then the confidence level is 95.5 %.  Similarly, a multiplier of 3 gives a 

confidence level of 99.7 %.  It is common, in NDA applications, to adopt a 95.5 % 

confidence level (multiplier of 2).  A similar concept is applied as a coverage factor is 

needed to adjust the standard deviation for a small sample to represent a given 

confidence level for an infinite number of degrees of freedom (that is, the “students t 

distribution”). 

 

It is usual to provide an uncertainty budget, so that the individual terms are identified, 

together with their relative importance.  As an example of a typical real – life 

application, consider the following example whereby MCNP modelling has been used 

to calibrate a Passive neutron Coincidence Counter (PNCC) for Pu assay of waste – 

bearing containers.  This example shows how the uncertainties associated with the 

individual parameters are evaluated, and propagated through the instrument 

calibration to show the effect on a final measurement result.  Table 7 shows how the 

individual uncertainty components are expressed, identified, and propagated. 

 

In this example, MCNP is used to apply a “relative” calibration for a particular waste 

container / matrix geometry, for which it is not possible to perform a direct 

measurement using standards.  Calibration measurements have been performed using 
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Pu standards at the centre of an empty drum, and MCNP modelling is used to allow 

for the effects of the specific waste matrix, and to allow for the known spatially 

uniform Pu distribution within the container.  It is assumed that an appropriate 

benchmark exists to illustrate the performance of MCNP modelling, when compared 

with results of experiments, for which the geometry details are accurately known (that 

is, there are no additional MCNP uncertainties as a result of uncertain system 

geometry, for these benchmark systems). 

 

 

 

Item Parameter Symbol Uncertainty 
Probability 

distribution 
Divisor 

ui 

( ± % ) 

 

1 

Statistical uncertainty 

associated with MCNP – 

calculated efficiency tally 
1 1 % Normal 1 1 

 

2 

Statistical uncertainty 

associated with 

“Coincidence Reals” 

calibration parameter 

2 

2  % 

[= 2 1] 
Normal 1 2 

3 Known uncertainty due to 

benchmark experiment 

performance for empty 

drum, with accurately 

modeled geometries 

3 

15 % 

(semi-

range) 

Rectangular 3 9 

4 Uncertainty associated with 

MCNP – calculated matrix 

perturbation 
4 

20  

(semi-

range) 

Rectangular 3 12 

5 Geometry model 

approximation uncertainties 

(detector active length, 

polythene density, etc) 

5 5 Gaussian 1 5 

6 Physics uncertainties 

(neutron source spectrum, 

neutron cross-sections, 

neutron multiplicity second 

factorial moments) 

6 0 N/A N/A 0 

 Propagated standard 

uncertainty on MCNP – 

calculated calibration 

parameter  

= ( (i=1-6)  ui
2
 )

0.5
 

MCNP N/A Gaussian N/A 16 

7 Propagated standard 

uncertainty on measured 

calibration response 

parameter for Pu standards 

7 10 Gaussian 1 10 

 Expanded standard 

uncertainty on final 

calibration parameter  

= (MCNP
2
 +  CALIB

2
 )

0.5
 

CALIB N/A Normal N/A 19 

 Expanded uncertainty at 95.5 

% confidence level 
U N/A Normal  2 38 

 

Table 7.  Example uncertainty propagation: PNCC assay of Pu in waste loaded drums. 



58 

 

 

Item 1 relates to the statistical quality of the MCNP – calculated efficiency result, 

while the uncertainty for item 2 (the “Coincidence Reals” response) is simply 

obtained by squaring the uncertainty on item 1, since the Reals response is 

proportional to the square of the detection efficiency.  Item 3 relates to the known 

variability observed for representative benchmark experiments with a simple 

reference geometry such as an empty drum.  In stating a rectangular distribution, we 

are assuming that the measurement / MCNP discrepancy lies within a defined range, 

with an equal probability across the range.  This method of dealing with benchmark 

uncertainty applies to cases where no benchmark exists for the as-built chamber.  

Alternatively, it is sometimes possible to establish a benchmark for the as-build 

system, in which case a simple correction factor is applied to take account of the 

known measurement – modelled result bias.  Similarly, item 4 refers to the use of 

MCNP to calculate the perturbation effect of a defined matrix.  Item 5 refers to 

uncertainties due to the fact that the exact details of the assay chamber are usually not 

known.  Any additional uncertainties (item 6) from physics approximations and 

nuclear data, are neglected because in this example it is assumed that the same nuclear 

data is used, as for the benchmark systems (see item 3).  The effects of uncertain 

nuclear data and physics approximations are therefore already included in the 

uncertainty for item 3. 

 

We see that the propagated standard uncertainty for the modelled response is 16 %, 

and in this case the individual terms have been added in quadrature because the 

individual items are multiplicative with regard to their contribution to the final 

calibration parameter.  In this example the standard uncertainty on the measured 

calibration parameter, which equates to the count rate per unit mass of 
240

Pu effective 

at the centre of an empty drum, is 10 %.  The final calibration parameter (count rate 

per unit mass of 
240

Pu effective distributed uniformly throughout the matrix – loaded 

container) is therefore given by the product of the measured calibration parameter and 

the MCNP – calculated response expressed as a ratio to the empty drum “centre” 

position.  This leads to a final uncertainty of 19 % at 67.7 % confidence, or 38 % at 

95.5 % confidence (that is, a multiplier of 2). 

 

In the above example, we have presented a simplified problem, in the sense that we 

have assumed each input parameter to be independent.  For more complex problems, 

it may be necessary to fold the individual probability density functions (PDF’s). 

 

Further reading may be found in references [59, 60, 61, 62 and 63]. 

 

It is important to note that for real NDA applications it is not only the modelled 

parameters that must be taken into account when determining the uncertainty on a 

measured quantity.  In practice there are various other factors which are not amenable 

to assessment using the techniques described in this guide, such as the following.  

These required careful consideration by experimentation. 
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 Effects of pulse pile-up leading to loss of peak resolution. 

 Deadtime losses. 

 Interference (to a gamma peak of interest) from other species (for example 

performing Pu isotopics measurements in the presence of a high gamma 

background from fission products). 

 A bias may occur if assumptions that are made as part of the calibration, are 

not true (for example a sample is not, in practice, in true secular equilibrium). 

 Electrical noise. 

 Temperature effects (drift) in the detector and amplifier. 

 Dead layer growth (in Germanium detectors) which may alter the efficiency 

and invalidate the calibration. 

 Physical changes such as moisture content, temperature, air pressure and 

humidity, seasonal neutron background variations, people moving in the 

vicinity of neutron counters (changing the moderation), etc. 

 

 

6 Conclusions 
 

The use of computer-based modelling tools is becoming increasingly widespread in 

the support of Non Destructive Assay (NDA) measurements, both in the context of 

development of the techniques, and calibration of measurement equipment.  The 

increasing availability of powerful computing systems is making this possible, whilst 

the availability of calibrated nuclear material standards is diminishing.  For these 

reasons, increasing reliance is being placed on the modelling tools.  This means that it 

is becoming increasingly important to be able to demonstrate the validity of the 

results of modelling techniques, both to internal stakeholders and to regulators. 

 

The specialist nature of the codes considered in this report (Monte Carlo codes such 

as MCNP, MCBEND, KENO, Reactor Physics depletion codes such as FISPIN, 

ORIGEN, and ray-tracing analytical codes such as ISOCS and ISOTOPIC) generally 

means that expert and experienced physicists are required to run the codes and 

interpret the results.  This highlights the importance of training and development / 

implementation of Quality Assurance procedures, to ensure that the codes are 

operated correctly, and within the known and documented operational range for the 

codes.  However, the technical issues are complex, and require careful consideration 

to assess validity of modelling calculations. 

 

This report considers each of the issues that must be considered to ensure reliable use 

of modelling codes in the field of NDA.  Both technical (physics, nuclear data, 

benchmarking, uncertainties, etc) and management (QA, training, etc) issues are 

considered.  We illustrate, through worked examples of real-life applications, how 

modelling codes are successfully used to calibrate NDA measurement systems.  This 

leads to identification of the key issues that determine the reliability and accuracy of 

modelling results, and suggestions for further work.  We have shown how the correct 

use of modelling codes can lead to highly accurate calibrations of NDA systems 

without relying on the use of physical standards, provided that sound training and QA 

principles are followed, and that strict benchmarking is followed.  Benchmarking 

consists of ensuring the reliable performance of the modelling technique within a 

parameter space for which reliable validations (comparing a measured with a 
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modelled result) exist.  We have also shown the importance of a rigorous treatment of 

uncertainties, when assessing the results of computer modelling, and presented a 

formalism, consistent with established best practice for NDA measurements, for both 

expressing the modelling results and propagating the individual terms to show the 

impact on the final NDA measurement result. 

 

It is concluded that the ultimate limit to the accuracy to which modelling codes can be 

used to predict NDA system responses (which are not challenged by count rate and 

environmental factors), is determined by the accuracy of the nuclear data which is 

used by the codes (for example half-lives, stopping powers, neutron spectra, neutron 

multiplicity data) and any subsequent interpretational models.  This limits the 

accuracy with which codes can be used to make absolute predictions of count rates / 

system calibrations.  However, when applied for relative calculations, provided that 

comprehensive and valid benchmarks are used to establish the predicted / measured 

response ratio, these biases can be removed through normalisation.  There are many 

published benchmarks, however work is required in the NDA industry to maintain 

good benchmarks as NDA measurement techniques are being applied for more 

diverse nuclear material fuel types.  A good example of this is the use of Monte Carlo 

modelling techniques to calibrate neutron counting equipment for safeguards 

measurements of fissile material.  Whilst at the present time the known nuclear data, 

used in combination with benchmark experiments, is sufficient, this will not 

necessarily be the case when new more exotic fuel types are becoming subjected to 

safeguards measurements.  For these reasons, a high degree of emphasis should be 

placed on the continual evaluation and improvement of nuclear data. 

 

In this report we describe each of the best practice topics highlighting the principles 

which if followed, will ensure reliable modelling results.  It is hoped that this will be a 

useful guide for both modelling practitioners and other stakeholders including 

management, regulators, and “intelligent customers”. 
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Appendix A - Review of existing nuclear data and recommendations 

 

In this appendix we provide a collection of neutron nuclear data.  The references cited 

here are listed separately at the end of the Appendix, for clarity.  The intention is not 

to be prescriptive in the sense that we do not intend absolutely to state that the user 

must necessarily follow our suggestions.  We want simply to provide a support where 

a newcomer can find a complete and comprehensive set of nuclear data derived from 

experienced use of simulation tools and benchmark exercises.  Of course anybody is 

totally free to use the nuclear data set that they trust provided that the fundamental 

principles drafted in these guidelines (and in particular in section 5.5 for nuclear data 

selection and validation) are met.  Indeed, this principle would be good practice if, for 

example, adjusted data is available based on the results of a benchmark which is a 

close approximation to the problem. 

 

A.1) Cross sections 

 

All Monte Carlo codes for neutron transport simulation are provided with cross 

section libraries.  For instance MCNP [1], one of the most frequently used codes, is 

distributed with its own set of libraries [2] and continuously new libraries are 

produced by different laboratories following the demand and the release of upgraded 

new evaluated nuclear data files (ENDF, JEFF, JENDL and others).  A world-wide 

activity of validation of these data is permanently ongoing.     

 

It is out of the scope of this paper to discuss and analyse the quality of MCNP 

libraries. Generally speaking, neutron counting requirements are not different from 

any other application of Monte Carlo codes and no specific improvements are needed, 

with maybe just the following exceptions.   

 

A.2) Spontaneous fission data 

 

The spontaneous fission rate is the primary quantity measured in passive neutron 

counting.  In plutonium samples the most important contribution comes from the 

isotope 
240

Pu, then contributions from the other even isotopes 
242

Pu and 
238

Pu follow, 

whereas the effect from odd isotopes is negligible.  It is common practice to define a 
240

Pu effective mass and to calibrate the counters with respect to this equivalent mass.  

Then the 
total

Pu mass can be computed if the isotopic composition is known.  The 
240

Pu nuclear data are by far the most critical in most applications (with the exception 

of “heat-source” Pu where most of the Pu is 
238

Pu).  

 

The specific spontaneous fission neutron yield (number of neutrons produced per 

gram of isotope) is a fundamental datum because it appears directly in the conversion 

from fission rate to mass.  This quantity is proportional to the product of the 

radioactive decay constant, the spontaneous fission branching ratio and the average 

number of emitted neutrons per fission event.  It is surprising to see how there is not a 

clear agreement on such an important value even for the most important isotope. 

 

For instance there is a difference of 1 to 2% between the most commonly accepted 

value in the Safeguard community [3 and 4] with respect to the most recent published 

data [5 and 6] (see Table I).  Such a high uncertainty is not acceptable because it 

introduces directly an uncertainty of the same entity in the final result.  Table II lists 
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our suggested values for spontaneous fission decay data: with the exception of 
240

Pu 

data, half-lives are taken from [4] and branching ratios from [6].  In Table III we 

report what we consider the best available multiplicity distributions, and the 

corresponding first three factorial moments.  Note it is the factorial moments that are 

listed here. 

 

 

Reference Half-life (y) SF Branching ratio SF Half-life (y) Specific SF 

rate (s
-1

.g
-1

) 

[3 and 4] 6560 5.65E-8 1.160E11 475 

[5] 6568 5.70E-8 1.152E11 478 

[6]  5.75E-8 1.141E11 485 

 

Table I.  Comparison among different published 
240

Pu spontaneous fission data. 

 

 

 

Isotope SF Half-life (y) Branching ratio SF (s
-1

) Spontaneous 

fission rate  

(.s
-1

.g
-1

) 
238

U
 

8.20E+15 5.45E-07 2.680E-24 6.776E-03 
238

Pu 4.77E+10 1.84E-09 4.605E-19 1.165E+03 
239

Pu 5.48E+15 4.40E-12 4.008E-24 1.010E-02 
240

Pu 1.15E+11 5.70E-08 1.906E-19 4.791E+02 
241

Pu 2.50E+15 5.74E-15 8.786E-24 2.195E-02 
242

Pu 6.84E+10 5.50E-06 3.232E-19 7.989E+02 
241

Am 1.05E+14 4.13E-12 2.092E-22 5.226E-01 
252

Cf 85.6 3.092E-2 2.566E-10 6.130E+11 

 

New Table II.  Suggested values for spontaneous fission decay data. 

 

 

 
238

U
 238

Pu 
240

Pu 
242

Pu 
252

Cf 

References [7] [3, 9] [8] [8] [8] 

P(0) 0.0782 0.0541 0.0655 0.0683 0.0021 

P(1) 0.2465 0.2054 0.2319 0.2302 0.0260 

P(2) 0.3563 0.3802 0.3289 0.3343 0.1267 

P(3) 0.2363 0.2248 0.2514 0.2469 0.2734 

P(4) 0.0719 0.1079 0.1015 0.0991 0.3039 

P(5) 0.0101 0.0276 0.0184 0.0181 0.1848 

P(6) 0.0006 - 0.0024 0.0031 0.0657 

P(7) - - - - 0.0154 

P(8) - - - - 0.0020 

s1 2.0097 2.2100 2.1563 2.1450 3.757 

s2 1.6066 1.9783 1.9121 1.8971 5.983 

s3 0.6369 0.9327 0.8894 0.8863 5.302 

 

Table III.  Multiplicity distributions for spontaneous fission. 

 



69 

 

Concerning the spectra of neutrons emitted by spontaneous fission, it is common 

practice to describe them in terms of predefined functions.  The Maxwell distribution 

and the Watt distribution are the most popular functions for the description of energy 

distribution of fission neutrons.  Table IV reports recommended values for the Watt 

distribution parameters for the main U and Pu isotopes [6]. 

 

Table V reports some different published data for 
252

Cf: the Watt spectrum from 

MCNP manual [1], the Maxwell spectrum recommended by ISO [10] and a recent 

work by Frohner [11] that is our preferred choice.  The last two spectra are very 

similar and can be usually indifferently used without affecting significantly the 

results.  On the contrary the spectrum produced using the MCNP Watt parameters is 

significantly harder and gives results less consistent with experimental measurements.  

The probability density function for the Watt spectrum is given by equation A1 where 

the constants a and b correspond to those listed in Table IV.  The probability density 

function for the Maxwellian spectrum is given by equation A2 where the constants T 

corresponds to those listed in Table IV. 

 

  2/1
sinhexp.)( bE

a

E
CEf 








       Equation A1 

 

BeEC
T

Ef T
E

...
.

2
)(

2
3





      Equation A2 

 

Isotope Watt spectrum parameters 

a (MeV) b (MeV
-1

) 
238

U 0.6483 6.811 
238

Pu 0.8478 4.169 
240

Pu 0.7949 4.689 
242

Pu 0.8192 4.367 

 

Table IV.  Suggested Watt parameters for spontaneous fission neutron spectra. 

 

 

Reference Distribution a (MeV) b (MeV
-1

) T (MeV) 

[1] Watt 1.025 2.926 - 

[10] Maxwell - - 1.420 

[11] Watt 1.175 1.040 - 

 

Table V.  Comparison among different published data on 
252

Cf. 

 

In passive neutron coincidence counting (PNCC), where the measured quantity is the 

coincidence “Reals” count rate, no distinction is made between the different (even 

numbered) spontaneously fissioning isotopes.  Measurement results are therefore 

normally expressed in terms of a 
240

Pu effective mass, meff, where appropriate 

coefficients are defined to allow for the contribution from each of the even isotopes of 

Pu, to meff.  The coefficients (see equation A3) depend on the nuclear data comprising 

of the spontaneous fission rate (s
-1

.g
-1

) and the second moment of the spontaneous 

fission neutron multiplicity distribution (that is, the parameter S2 with reference to 
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equation 2 in section 5.5.2.1).  These nuclear data are the subject of evaluation by 

experiment.  A review paper [12] describes the evaluation of these parameters.  Direct 

measurement of isotopically pure 
238

Pu and 
242

Pu standards is a powerful method of 

direct measurement of the meff coefficients.  Such an exercise has been conducted [13, 

14], which yielded coefficients of 2.71 and 1.66 (the values for A and B for 
238

Pu and 
242

Pu respectively.  An important point here is the need to use a consistent set of 

coefficients, in order to achieve consistent results (for example for series of 

verification inspections).  In terms of absolute nuclear data, however, it may still be 

worthwhile pursuing the determination, by measurement, of more accurate data. 

 

)(.)()(. 242238238 PumBPumPumAmeff       Equation A3 

 

A.3) Neutron-induced fission data 

 

Beyond the cross sections, other nuclear data are required for a complete modelling of 

the induced fission reaction: the multiplicity distributions and the secondary neutron 

spectra.  For the application of the point model it is enough to know just the average 

neutron yield and the factorial moments of the multiplicity distribution.   

 

What makes things more difficult than in the case of spontaneous fission is that the 

above said quantities are not constant, but depend from the incident neutron energy.  

Complete multiplicity distributions for neutron induced fission (as a function of 

neutron energy up to 10 MeV) are available just for 
235

U, 
238

U and 
239

Pu [15].  Table 

VI resumes the distributions just for En= 0 (thermal) and 1 MeV.  As far as secondary 

neutron spectra are concerned, Table VII was derived from [1].   

 

 

A.4) (alpha,n) reaction data 

 

To compute the  factor appearing in the point model, we need to know the specific 

neutron yield from (,n) reaction.  This is the number of neutrons per second 

produced in a gram of a determined isotope.  To produce a neutron the alpha particle 

from the decay of an actinide must interact with a light target nuclide (oxygen, 

fluorine, beryllium or others).  Therefore the neutron yield is not simply a property of 

the alpha emitter, but also of the matrix of the material and sometimes it depends on 

the presence of impurities.  In table VIII we report the specific (,n) neutron yields in 

uranium and plutonium oxides.  Values available in literature [16, 17 and 4] are 

compared with those computed using the SOURCES-4A code [18]. 

 

For Monte Carlo modelling it is necessary to know also the spectrum of emitted 

neutrons.  Differently from fission neutrons, there is not a simple parametric 

analytical expression for (,n) neutron spectra.  Neutron spectra from (,n) reactions 

computed with SOURCES-4A for several plutonium isotopes in oxide matrix are 

listed in histogram form in Table IX.  In the case of the AmLi source used for active 

neutron interrogation the theoretical spectrum computed by Geiger and van der Zwan 

[19] seem still to be a reasonably good model.  The GvdZ spectrum is given in Table 

X.  Experimentally measured spectra published more recently [20] could produce 

some improvements in the simulation.  It is important to remark that the GvdZ 

spectrum is a theoretical spectrum of generated neutrons, its use is recommended 
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when the detailed description of the source is available (material, composition, 

density, geometry); in this way all the modifications due to the neutron interactions 

with the source itself will be correctly taken into account.  Experimentally measured 

spectra include already this information and are best suitable when the composition of 

the source is not known; moreover they can account for effects due to spurious 

reactions such as (,n) on oxygen or impurities as beryllium.  When using escaping 

neutron spectra it would be better not to model the source: leave the source location 

void and let neutrons be generated at the source surface.  

 

References [21, 22 and 23] provide worthwhile additional reading, providing neutron 

spectral data from robust measurements of Am/Li and Am/F (,n) neutron sources. 



72 

 

 
235

U
 238

U 
239

Pu 
241

Pu 

Refer. [15] [15] [15] [3] 

En thermal 1 MeV thermal 1 MeV Thermal 1 MeV thermal 

P(0) 0.03172 0.02379 0.03965 0.02991 0.01088 0.00848 0.01015 

P(1) 0.17171 0.15555 0.25295 0.20432 0.09949 0.07900 0.08857 

P(2) 0.33620 0.32165 0.29395 0.29959 0.27489 0.25362 0.26490 

P(3) 0.30397 0.31504 0.26445 0.29149 0.32692 0.32899 0.33454 

P(4) 0.12695 0.14447 0.11118 0.13015 0.20461 0.23281 0.21325 

P(5) 0.02668 0.03560 0.03123 0.03631 0.07268 0.08002 0.07607 

P(6) 0.00263 0.00343 0.00593 0.00736 0.00973 0.01556 0.01200 

P(7) 0.00014 0.00045 0.00054 0.00069 0.00063 0.00118 0.00052 

P(8) - - 0.00012 0.00018 0.00017 0.00035 - 

i1 2.4140 2.5237 2.2754 2.4306 2.8760 3.0089 2.9310 

i2 2.3191 2.5507 2.1703 2.4480 3.3740 3.7054 3.4996 

i3 1.1363 1.3335 1.1656 1.3566 2.0982 2.4321 2.2064 

 

Table VI.  Multiplicity distributions for neutron induced fission. 

 

 

Nuclide Spectrum function Parameters 

a (MeV) B (MeV
-1

) 
235

U Watt 0.988 2.249 
238

U Watt 0.895 3.295 
238

Pu Maxwell 1.330 - 
239

Pu Watt 0.966 2.842 
240

Pu Maxwell 1.362 - 
241

Pu Maxwell 1.375 - 
242

Pu Maxwell 1.354 - 
241

Am Maxwell 1.330 - 

 

Table VII.  Parameters for induced fission neutron spectra. 

 

 

 Published data on U/PuO2  Computed with SOURCES-4A 

Ref. [16, 4] Ref. [17] U/PuO2 U3O8 
234

U 3.0E+0 3.06E+0 3.03E+0 3.67E+0 
235

U 7.1E-4 7.18E-4 7.19E-4 - 
236

U 2.4E-2 2.41E-2 2.39E-2 - 
238

U 8.3E-5 8.22E-5 8.36E-5 1.01E-4 
238

Pu 1.34E+4 1.38E+4 1.386E+4 - 
239

Pu 3.81E+1 3.97E+1 3.940E+1 - 
240

Pu 1.41E+2 1.46E+2 1.455E+2 - 
241

Pu 1.3E+0 1.34E+0 1.333E+0 - 
242

Pu 2.0E+0 2.12E+0 2.112E+0 - 
241

Am 2.69E+3 2.75E+3 2.767E+3 - 

 

Table VIII.  (,n) neutron yields in uranium and plutonium oxides. 
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Energy 

boundaries 

(MeV) 

5.00 4.95 4.90 4.85 4.80 4.75 4.70 4.65 

4.60 4.55 4.50 4.45 4.40 4.35 4.30 4.25 

4.20 4.15 4.10 4.05 4.00 3.95 3.90 3.85 

3.80 3.75 3.70 3.65 3.60 3.55 3.50 3.45 

3.40 3.35 3.30 3.25 3.20 3.15 3.10 3.05 

3.00 2.95 2.90 2.85 2.80 2.75 2.70 2.65 

2.60 2.55 2.50 2.45 2.40 2.35 2.30 2.25 

2.20 2.15 2.10 2.05 2.00 1.95 1.90 1.85 

1.80 1.75 1.70 1.65 1.60 1.55 1.50 1.45 

1.40 1.35 1.30 1.25 1.20 1.15 1.10 1.05 

1.00 0.95 0.90 0.85 0.80 0.75 0.70 0.65 

0.60 0.55 0.50 0.45 0.40 0.35 0.30 0.25 

0.20 0.15 0.10 0.05 0.00    
 

238
Pu 1.69E-04 1.79E-04 1.85E-04 1.92E-04 1.99E-04 2.07E-04 2.16E-04 2.25E-04 

2.37E-04 2.51E-04 3.30E-04 6.13E-04 9.54E-04 1.30E-03 1.65E-03 2.00E-03 

2.36E-03 2.73E-03 3.27E-03 3.84E-03 4.55E-03 5.33E-03 6.11E-03 6.77E-03 

7.43E-03 8.16E-03 8.84E-03 9.57E-03 1.05E-02 1.11E-02 1.18E-02 1.26E-02 

1.34E-02 1.43E-02 1.53E-02 1.62E-02 1.69E-02 1.76E-02 1.82E-02 1.90E-02 

1.98E-02 2.09E-02 2.19E-02 2.23E-02 2.25E-02 2.26E-02 2.27E-02 2.30E-02 

2.35E-02 2.36E-02 2.33E-02 2.31E-02 2.28E-02 2.23E-02 2.20E-02 2.17E-02 

2.08E-02 1.98E-02 1.89E-02 1.83E-02 1.75E-02 1.70E-02 1.62E-02 1.51E-02 

1.39E-02 1.32E-02 1.26E-02 1.20E-02 1.14E-02 1.07E-02 9.90E-03 9.42E-03 

8.65E-03 8.02E-03 7.80E-03 7.28E-03 6.83E-03 6.49E-03 6.19E-03 6.07E-03 

5.80E-03 5.49E-03 5.42E-03 5.29E-03 5.31E-03 5.14E-03 5.02E-03 5.05E-03 

5.12E-03 5.04E-03 4.96E-03 4.77E-03 4.34E-03 4.18E-03 4.18E-03 4.17E-03 

4.18E-03 3.74E-03 2.96E-03 1.85E-03     
 

239
Pu 1.23E-04 1.35E-04 1.44E-04 1.52E-04 1.60E-04 1.71E-04 1.83E-04 1.94E-04 

2.09E-04 2.28E-04 2.45E-04 2.70E-04 2.89E-04 3.03E-04 3.17E-04 3.37E-04 

3.64E-04 6.39E-04 1.03E-03 1.24E-03 1.61E-03 2.04E-03 2.48E-03 2.79E-03 

3.21E-03 4.07E-03 4.96E-03 5.90E-03 7.02E-03 7.85E-03 8.72E-03 9.77E-03 

1.08E-02 1.19E-02 1.33E-02 1.44E-02 1.53E-02 1.61E-02 1.69E-02 1.79E-02 

1.90E-02 2.04E-02 2.16E-02 2.25E-02 2.34E-02 2.42E-02 2.50E-02 2.57E-02 

2.62E-02 2.66E-02 2.68E-02 2.70E-02 2.72E-02 2.68E-02 2.63E-02 2.59E-02 

2.48E-02 2.34E-02 2.23E-02 2.15E-02 2.05E-02 1.99E-02 1.88E-02 1.75E-02 

1.60E-02 1.50E-02 1.43E-02 1.35E-02 1.28E-02 1.18E-02 1.08E-02 1.02E-02 

9.26E-03 8.61E-03 8.48E-03 7.94E-03 7.27E-03 6.49E-03 5.82E-03 5.57E-03 

5.16E-03 4.71E-03 4.56E-03 4.35E-03 4.37E-03 4.14E-03 4.00E-03 4.03E-03 

4.25E-03 4.61E-03 5.02E-03 5.32E-03 5.18E-03 5.06E-03 5.06E-03 4.99E-03 

4.86E-03 4.20E-03 3.15E-03 1.81E-03     
 

240
Pu 1.26E-04 1.37E-04 1.46E-04 1.54E-04 1.63E-04 1.73E-04 1.85E-04 1.96E-04 

2.11E-04 2.29E-04 2.47E-04 2.71E-04 2.90E-04 3.04E-04 3.19E-04 3.37E-04 

3.91E-04 7.04E-04 1.10E-03 1.31E-03 1.67E-03 2.10E-03 2.54E-03 2.85E-03 

3.33E-03 4.21E-03 5.09E-03 6.02E-03 7.14E-03 7.97E-03 8.83E-03 9.87E-03 

1.09E-02 1.20E-02 1.33E-02 1.44E-02 1.54E-02 1.61E-02 1.70E-02 1.79E-02 

1.90E-02 2.04E-02 2.16E-02 2.25E-02 2.34E-02 2.42E-02 2.50E-02 2.57E-02 

2.62E-02 2.66E-02 2.67E-02 2.69E-02 2.71E-02 2.66E-02 2.61E-02 2.57E-02 

2.46E-02 2.33E-02 2.22E-02 2.14E-02 2.04E-02 1.98E-02 1.87E-02 1.74E-02 

1.59E-02 1.50E-02 1.42E-02 1.35E-02 1.27E-02 1.18E-02 1.08E-02 1.02E-02 

9.24E-03 8.59E-03 8.46E-03 7.92E-03 7.22E-03 6.44E-03 5.83E-03 5.58E-03 

5.18E-03 4.73E-03 4.59E-03 4.39E-03 4.41E-03 4.18E-03 4.04E-03 4.07E-03 

4.29E-03 4.64E-03 5.06E-03 5.35E-03 5.17E-03 5.04E-03 5.04E-03 4.96E-03 

4.83E-03 4.17E-03 3.13E-03 1.80E-03     
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241
Pu 7.37E-05 8.77E-05 9.76E-05 1.07E-04 1.18E-04 1.30E-04 1.44E-04 1.57E-04 

1.75E-04 1.97E-04 2.17E-04 2.46E-04 2.69E-04 2.85E-04 3.03E-04 3.25E-04 

3.49E-04 3.74E-04 3.95E-04 4.19E-04 4.44E-04 4.91E-04 8.47E-04 1.20E-03 

1.56E-03 2.02E-03 2.68E-03 3.41E-03 4.15E-03 4.76E-03 5.73E-03 6.97E-03 

8.19E-03 9.51E-03 1.11E-02 1.24E-02 1.35E-02 1.44E-02 1.54E-02 1.65E-02 

1.78E-02 1.94E-02 2.09E-02 2.20E-02 2.30E-02 2.39E-02 2.49E-02 2.61E-02 

2.72E-02 2.82E-02 2.89E-02 2.92E-02 2.95E-02 2.94E-02 2.94E-02 2.94E-02 

2.85E-02 2.70E-02 2.55E-02 2.43E-02 2.31E-02 2.23E-02 2.11E-02 1.95E-02 

1.77E-02 1.66E-02 1.57E-02 1.48E-02 1.40E-02 1.28E-02 1.17E-02 1.09E-02 

9.81E-03 9.05E-03 8.89E-03 8.26E-03 7.67E-03 7.05E-03 6.50E-03 6.14E-03 

5.45E-03 4.73E-03 4.23E-03 3.63E-03 3.51E-03 3.19E-03 2.96E-03 2.93E-03 

3.16E-03 3.56E-03 4.05E-03 4.40E-03 4.48E-03 4.79E-03 5.34E-03 5.60E-03 

5.56E-03 4.91E-03 3.71E-03 2.13E-03     
 

242
Pu 7.29E-05 8.70E-05 9.69E-05 1.07E-04 1.17E-04 1.29E-04 1.44E-04 1.57E-04 

1.74E-04 1.96E-04 2.17E-04 2.46E-04 2.69E-04 2.85E-04 3.02E-04 3.25E-04 

3.48E-04 3.74E-04 3.95E-04 4.18E-04 4.33E-04 4.73E-04 8.16E-04 1.17E-03 

1.54E-03 1.99E-03 2.65E-03 3.38E-03 4.10E-03 4.71E-03 5.67E-03 6.92E-03 

8.14E-03 9.47E-03 1.10E-02 1.23E-02 1.34E-02 1.44E-02 1.53E-02 1.65E-02 

1.78E-02 1.94E-02 2.09E-02 2.20E-02 2.30E-02 2.39E-02 2.49E-02 2.61E-02 

2.72E-02 2.82E-02 2.89E-02 2.93E-02 2.95E-02 2.94E-02 2.94E-02 2.94E-02 

2.86E-02 2.71E-02 2.56E-02 2.44E-02 2.31E-02 2.24E-02 2.11E-02 1.95E-02 

1.77E-02 1.66E-02 1.57E-02 1.48E-02 1.40E-02 1.28E-02 1.17E-02 1.09E-02 

9.82E-03 9.05E-03 8.90E-03 8.26E-03 7.68E-03 7.06E-03 6.51E-03 6.15E-03 

5.46E-03 4.74E-03 4.23E-03 3.63E-03 3.49E-03 3.17E-03 2.94E-03 2.91E-03 

3.14E-03 3.54E-03 4.03E-03 4.38E-03 4.47E-03 4.78E-03 5.33E-03 5.61E-03 

5.57E-03 4.92E-03 3.72E-03 2.14E-03     
 

241
Am 1.69E-04 1.78E-04 1.85E-04 1.91E-04 1.98E-04 2.06E-04 2.16E-04 2.25E-04 

2.36E-04 2.51E-04 3.01E-04 5.73E-04 9.11E-04 1.26E-03 1.61E-03 1.97E-03 

2.32E-03 2.68E-03 3.18E-03 3.75E-03 4.47E-03 5.25E-03 6.03E-03 6.70E-03 

7.36E-03 8.09E-03 8.77E-03 9.51E-03 1.04E-02 1.11E-02 1.17E-02 1.26E-02 

1.34E-02 1.43E-02 1.53E-02 1.62E-02 1.69E-02 1.75E-02 1.82E-02 1.90E-02 

1.98E-02 2.09E-02 2.19E-02 2.23E-02 2.25E-02 2.26E-02 2.28E-02 2.30E-02 

2.35E-02 2.37E-02 2.34E-02 2.32E-02 2.29E-02 2.24E-02 2.21E-02 2.18E-02 

2.09E-02 1.98E-02 1.90E-02 1.84E-02 1.76E-02 1.70E-02 1.62E-02 1.52E-02 

1.40E-02 1.32E-02 1.26E-02 1.20E-02 1.15E-02 1.07E-02 9.92E-03 9.42E-03 

8.67E-03 8.03E-03 7.81E-03 7.29E-03 6.83E-03 6.48E-03 6.19E-03 6.06E-03 

5.79E-03 5.48E-03 5.41E-03 5.28E-03 5.30E-03 5.12E-03 5.01E-03 5.03E-03 

5.13E-03 5.06E-03 4.98E-03 4.79E-03 4.36E-03 4.18E-03 4.18E-03 4.17E-03 

4.17E-03 3.73E-03 2.95E-03 1.84E-03     
 

 

Table IX.  SOURCES-4A Neutron spectra for (alpha,n) reactions from plutonium 

isotopes present in PuO2 [18]. 
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Energy 

boundaries 

(MeV) 

1.0E-11 0.001 0.002 0.003 0.004 0.005 0.006 

0.007 0.008 0.009 0.01 0.02 0.03 0.04 

0.05 0.06 0.07 0.08 0.09 0.1 0.11 

0.12 0.13 0.14 0.15 0.16 0.17 0.18 

0.19 0.2 0.22 0.24 0.26 0.28 0.3 

0.32 0.34 0.36 0.38 0.4 0.42 0.44 

0.46 0.48 0.5 0.52 0.54 0.56 0.58 

0.6 0.62 0.64 0.66 0.68 0.7 0.72 

0.74 0.76 0.78 0.8 0.82 0.84 0.86 

0.88 0.9 0.92 0.94 0.96 0.98 1 

1.02 1.04 1.06 1.08 1.1 1.12 1.14 

1.16 1.18 1.2 1.22 1.24 1.26 1.28 

1.3 1.32 1.34 1.36 1.38 1.4 1.44 

1.48 1.5 1.52 1.54    
 

Spectrum in 

histogram 

form 

(MeV
-1

) 

0 0.00004 0.00007 0.00009 0.00011 0.00013 0.00014 

0.00015 0.00017 0.00018 0.00019 0.00247 0.00352 0.00460 

0.00585 0.00723 0.00852 0.00966 0.01055 0.01130 0.01187 

0.01242 0.01292 0.01332 0.01343 0.01333 0.01322 0.01311 

0.01297 0.01284 0.02542 0.02493 0.02448 0.02404 0.02355 

0.02308 0.02261 0.02215 0.02173 0.02119 0.02071 0.02034 

0.01978 0.01935 0.01894 0.01844 0.01803 0.01758 0.01715 

0.01676 0.01626 0.01590 0.01552 0.01511 0.01471 0.01435 

0.01401 0.01363 0.01329 0.01294 0.01263 0.01230 0.01201 

0.01171 0.01141 0.01110 0.01082 0.01051 0.01022 0.00995 

0.00963 0.00933 0.00902 0.00868 0.00835 0.00796 0.00759 

0.00718 0.00677 0.00632 0.00591 0.00550 0.00509 0.00467 

0.00428 0.00387 0.00346 0.00305 0.00267 0.00228 0.00332 

0.00174 0.00032 0.00003 0.00000    
 

 

Table X.  Geiger and van der Zwan spectrum of the AmLi neutron source [19]. 
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