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Dear readers,

I’m pleased to provide you the 55th edition of the ESAR-
DA Bulletin, containing some relevant papers selected by 
the chairpersons of the 49th ESARDA Symposium, held in 
Dusseldorf on May 2017, that, for editorial reasons, were 
not published in Issue 54. All the articles have been re-
viewed by at least two independent reviewers, selected 
from authors and expert, guaranteeing the high standard 
of the publication. On behalf of the Editorial Committee, 
I would like to thank authors and reviewers for the time 
and energy they have dedicated to the tasks, allowing to 
publish in the current Bulletin high quality articles that are 
of big interest to ESARDA.

After the 2016 gap, we have now started again to pub-
lish regularly the ESARDA Bulletin. Each issue will be or-
ganised in two sections: one with peer reviewed contri-
butions, reviewed by at least two expert and independent 
reviewers, and a Section containing other papers that do 
not meet standard criteria for being peer reviewed contri-
bution, but are relevant for the ESARDA community.

I encourage ESARDA researchers to publish their work 
any time so that all the ESARDA community can bene-
fit from the latest relevant research novelties. In order to 
submit a contribution you are kindly asked to follow the 
instructions reported in the ESARDA website. At the mo-
ment, we are collecting articles for the ESARDA Bulletin n. 
56 (June 2018). In occasion of the ESARDA working group 
meeting held in November 2017 in Ispra, a big interest on 
the topic related to encapsulation plants and geological re-
positories emerged from several working groups’ presen-
tations. Given the interest and the need of exchanging up-
dates on encapsulation plants and geological repositories, 
in issue 56 priorities will be given to contributions dealing 
with this topic but also articles on different topics are very 
welcome. The deadline to submit contributions to appear 
in Issue 56 is February, 7th, 2018: we are looking forward to 
receive the results of your highly appreciated work.

I would like to use this opportunity to introduce new mem-
bers of the Editorial Board: Irene Popovici, senior expert at 
the National Commission for Nuclear Activity Control (CN-
CAN Romania) and Joshua Rutkowsky, researcher in the 

International Safeguards Group, Institute of Energy and Cli-
mate Research at Forschungszentrum Jülich, Germany: 
thank you very much for your interest and willingness to 
maintain and increase the quality of the ESARDA publica-
tions. Irene and Joshua replace Paolo Peerani and Eileen 
Radde, who could not continue to be part of the Editorial 
board due to professional reasons: we are grateful for the 
good work that Paolo and Eileen carried out for the ESAR-
DA bulletin and we wish them all the best in their new job 
positions.

I am very pleased to remind you of the following ESARDA 
events coming in spring 2018:

•	 The 17th ESARDA Course on Nuclear Safeguards and 
Non Proliferation will be held on 9-10 April 2018, at the 
Joint Research Centre, Ispra (Italy). Information can 
be found in the ESARDA website (https://esarda.jrc.
ec.europa.eu) under the ESARDA course section

•	 The ESARDA Non-Destructive Assay (NDA) Working 
Group is organising an international workshop on the top-
ics of computer simulation applied to the modelling of 
NDA instrumentation and methods for nuclear safeguards 
applications. The workshop will be held on 17-18 May at 
Euroforum Complex in Luxembourg City. Detailed infor-
mation are reported in the ‘Other events’ section of the 
ESARDA website

Regarding the ESARDA website, on behalf of the Editori-
al Board, I would like to address sincere thanks to Andrea 
De Luca, webmaster and essential assistant for the ESAR-
DA Bulletin preparation: thank you very much for your en-
gagement, for the pertinent suggestions and fruitful ideas 
in supporting our work.

I wish you all a successful, fruitful and happy 2018.

Dr. Elena Stringa
Editor and member of the Editorial Committee

https://esarda.jrc.ec.europa.eu/
ec-esarda-bulletin@ec.europa.eu

Elena.Stringa@.ec.europa.eu

Editorial
Elena Stringa

https://esarda.jrc.ec.europa.eu
https://esarda.jrc.ec.europa.eu
https://esarda.jrc.ec.europa.eu/
mailto:ec-esarda-bulletin@ec.europa.eu
mailto:Elena.Stringa@.ec.europa.eu


2

ESARDA BULLETIN, No. 55, December 2017

Hybrid Gamma Emission Tomography for the Verification 
of Unirradiated Fuel: A Viability Study
E.A. Miller1, L.E. Smith1, V. Mozin2, R.S. Wittman1, L.W. Campbell1, M.A. Zalavadia1, N.S. Deshmukh1

1 Pacific Northwest National Laboratory
2 Lawrence Livermore National Laboratory

Abstract:

Current International Atomic Energy Agency (IAEA) 
methodologies for the verification of fresh low-enriched 
uranium (LEU) and mixed oxide (MOX) fuel assemblies are 
volume-averaging methods that lack sensitivity to individual 
pins. Further, as unirradiated fuel assemblies become more 
and more complex (e.g., heavy gadolinium loading, high 
degrees of axial and radial variation in fissile concentration), 
the accuracy of current IAEA instruments degrades and 
measurement time increases. Particularly in light of the fact 
that no special tooling is required to remove individual pins 
from modern fuel assemblies, new capabilities for the 
verification of unirradiated (i.e., fresh LEU and MOX) 
assemblies are needed to ensure that fissile material has 
not been diverted. Passive gamma emission tomography 
has demonstrated potential to provide pin-level verification 
of spent fuel, but gamma-ray emission rates from 
unirradiated fuel emissions are signif icantly lower, 
precluding purely passive tomography methods. The work 
presented here introduces the concept of Hybrid Gamma 
Emission Tomography (HGET) for verification of unirradiated 
fuels, in which a  neutron source is used to actively 
interrogate the fuel assembly and the resulting gamma-ray 
emissions are imaged using tomographic methods to 
provide pin-level verification of fissile material concentration. 
This paper describes the status of a viability study on the 
HGET concept, including: envisioned use-case scenarios 
and corresponding definitions of fuel assemblies; modeling 
framework based on Monte Carlo and deterministic 
transport methods, and its validation; quantitative 
assessment of candidate HGET signatures with a focus on 
prompt fission gamma rays and delayed fission gamma 
rays; a  nominal HGETv1 instrument design; candidate 
HGET-specific tomographic reconstruction methods that 
fully incorporate declared information; and examples of 
simulation-based predictions of HGET performance.

Keywords: safeguards; fuel verification; gamma emission 
tomography

1. Introduction

Current IAEA methodologies for the verification of fresh 
LEU assemblies at fuel fabrication facilities utilize active 
neutron interrogation with neutron coincidence counting; 

verification of fresh MOX fuel utilizes passive neutron coin-
cidence counting with gamma-ray spectroscopy for Pu iso-
topics. These volume-averaging methods are not capable 
of individual-pin sensitivity and as fuel assemblies become 
more complex (e.g., heavy gadolinium loading, and axial 
variation in boiling water reactors [BWRs]), their accuracy 
degrades and measurement times increase. Particularly in 
light of the fact that no special tooling is required to remove 
individual pins from modern fuel assemblies, the IAEA 
needs new capabilities for the verification of unirradiated 
fuel assemblies that can provide high-precision fissile-mass 
quantification, ideally at the single-pin level. The IAEA has 
documented the need for new unirradiated-fuel verification 
tools in the IAEA Department of Safeguards Long-Term 
R&D Plan [1]. Other potential users of a new fuel verification 
tools include EURATOM, and State regulators.

Passive gamma-ray emission tomography (GET) is 
a promising candidate for verification of item integrity in 
fuel assemblies because it has the potential to directly im-
age the spatial distribution of the active fuel material, with-
out the need for operator-declared information [2]. In this 
sense, it is an absolute, rather than comparative verifica-
tion method. In addition, the relative intensity of gamma-
ray signatures can be used to verify declared attributes on 
a pin-by-pin basis (e.g., burnup in irradiated fuels; uranium 
enrichment or plutonium isotopics in unirradiated fuels). 
The viability of GET for the detection of missing pins in irra-
diated fuels, where relatively intense, higher-energy gam-
ma emissions are available, appears promising based on 
findings of a recent IAEA study [3] and ongoing testing of 
a prototype passive GET instrument by the IAEA.

For unirradiated fuels with relatively weak and lower-ener-
gy emissions, the ability to see interior pins with purely 
passive tomography is less clear. The use of active neutron 
interrogation to stimulate gamma-ray emission can provide 
additional signal intensity for emission tomography, here 
referred to as Hybrid Gamma Emission Tomography 
(HGET). There are several candidate signatures for hybrid 
(i.e., tomographic imaging of an active interrogation signa-
ture) assay of unirradiated fuels, including prompt capture 
gamma rays in the isotopes of interest (e.g., 1.28 MeV from 
235U); prompt fission gamma rays (continuum peaked at ~ 
1 MeV); and delayed gamma rays from short-lived fission 
products (discrete lines generally from 1 to 7 MeV).
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Each of the candidate signatures above has been studied 
previously, and sometimes in combination, for the assay of 
both irradiated and unirradiated fuels. For example, de-
layed-gamma methods have been studied for the direct 
assay of fissile isotopes in irradiated fuels [4, 5], but the de-
layed-gamma methods studied to date provide no spatial 
information about the origin of the signatures and there-
fore, localized neutron moderation effects and self-attenu-
ation can produce biases in fissile isotope quantification. In 
addition, the high passive background in spent fuel forces 
the use of only the higher-energy (> 3 MeV) delayed-gam-
ma signatures, while the most intense signatures are pre-
sented at lower energies. In unirradiated fuels, these more-
intense, lower-energy delayed-gamma signatures are 
accessible, but information about their location of origin in 
the fuel assembly is needed.

To the authors’ knowledge, no prior work has demonstrat-
ed the ability to provide spatial information about the origin 
of the candidate signatures and therefore, verify fuel char-
acteristics at the pin level. In the HGET concept, it is pos-
tulated that the collection of these candidate signatures 
through a tomographic lens will support pin-by-pin verifi-
cation of fissile materials in the assembly.

Here we describe an ongoing modeling-based viability 
study of the HGET concept. This paper discusses poten-
tial IAEA use cases and implementation approaches, 
a novel method for modeling instrument response that 
couples Monte Carlo and deterministic transport methods, 
candidate signatures, and a method for extracting fissile 
isotope concentrations on a pin-by-pin basis. Example re-
sults for pin-level verification of fissile isotope concentra-
tions in MOX fuel assembly are presented. The paper con-
cludes with a discussion of the ongoing and planned 
analyses that are needed to more fully assess the viability 
of the HGET concept for safeguards verification.

2.  Potential Use Cases in International 
Safeguards

The use case for an HGET instrument by safeguards in-
spectorates is presumed to be consistent with how current 
IAEA instrumentation is used for the verification of unirradi-
ated fuels. For fresh LEU fuel, the IAEA uses the Uranium 
Neutron Coincidence Collar (UNCL); for MOX fuel the Pas-
sive Neutron Coincidence Collar (PNCL). Both instruments 
use neutron coincidence signatures to verify the total ura-
nium or plutonium in the assembly--additional information 
about each method can be found in [6], with IAEA’s Inter-
national Target Values (ITVs) for verification of unirradiated 
assemblies in [7].

For fresh LEU fuel, the UNCL is used to measure the 
mass density of 235U at a given axial location of the as-
sembly. It is assumed that the 235U is the only fissile iso-
tope in the assembly and therefore, that all induced 

fission comes from 235U. This localized 235U mass density 
is translated to total 235U mass for the assembly using an 
active length measurement (e.g., gamma scanning). The 
ITV for determination of total 235U mass in an LEU assem-
bly is 4.5% (one-sigma relative), assuming relatively low 
gadolinium (Gd) content. Count times are not specified in 
the ITV document, but other reports indicate thatfor fuels 
with Gd, count times for UNCL can approach one hour to 
reach the desired statistical uncertainty. Systematic un-
certainties for high-Gd assemblies can be 10 or more 
times higher [8].

For MOX fuel, the PNCL is used to measure the mass den-
sity, at a given axial location, of the Pu isotopes with ap-
preciable spontaneous fission yields (240Pu dominates). 
High-resolution gamma-ray spectroscopy on exterior pins 
of the assembly is then used to infer the linear density of 
total Pu. An active length measurement (e.g., gamma 
scanning) is employed to translate that value to total Pu for 
the assembly. The ITV for determination of total Pu mass in 
a MOX assembly is 3.2% (one-sigma relative).

The use cases and ITVs for UNCL and PNCL provide use-
ful context for the HGET viability study, and are the basis 
for the assumptions that were adopted to guide the first 
phase of this study:

• Verification of unirradiated fuel will occur in an air envi-
ronment and the operator will position the fuel assem-
bly in such a way that the HGET collar will assay one 
or more vertical segments of the assembly. As with 
UNCL and PNCL, it is assumed that some form of ac-
tive-length measurement will inform the translation 
from the HGET-measured 235U and total Pu linear den-
sities to a  235U and total Pu assembly mass value. 
Note that the HGET gamma-spectrometer array, oper-
ating in purely passive mode, could provide an active-
length measurement similar to what is performed to-
day using a  handheld gamma-ray detector. (This 
assumes that the operator moves the fuel assembly 
through the HGET collar.)

• Total measurement time for HGET verification of unirradi-
ated fuel assemblies should be on the order of 1-2 
hours. While today’s measurements may be shorter in 
duration for many fuel types, the fact that HGET will pro-
vide pin-by-pin verification of fissile content encourages 
a broader window of assay-time acceptability for the first 
phase of the study.

• The physical dimensions and mass of HGET should be 
comparable to existing IAEA instruments: for example, 
the JCC-71 PNCL/UNCL instrument sold by Canberra 
weighs approximately 40 kg [9]. A maximum neutron 
moderator/reflector weight of 100 kg was enforced dur-
ing the design study, on the logic that this represented 
a reasonable size for a mobile instrument deployed at 
a fuel fabrication or reactor facility.
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3. MOX Fuel Assembly as Initial Case Study

While the HGET study is also investigating low-enriched 
uranium (LEU) fuels with and without burnable poisons, an 
initial use case was defined for a pressurized water reactor 
(PWR) assembly of 17x17 pins with mixed oxide (MOX) 
fuel. PWR fuel is at the more-challenging end of the con-
tinuum of fuel types under safeguards in terms of neutron 
and gamma-ray attenuation, due to its relatively dense pin-
array geometry and overall large dimension. The age since 
separation for the reactor-grade Pu was assumed to be 5 
years, an upper limit in terms of occupational health haz-
ards (after about 5 years enough 241Am has grown in to 
make handling difficult; this process has little impact on 
the amount of fissionable material for the HGET measure-
ment), and the composition is shown in Table 1.

Generally speaking, the composition of MOX fuel pins var-
ies with pin position. An IAEA technical report, provides Pu 
concentrations of each pin type in an example MOX as-
sembly, as shown in Figure 1 [10]. Note that the overall Pu 
concentration varies from pin to pin but the relative Pu iso-
topics, as defined in Table 1 is consistent across all pins.

MOX LEU
Atom Isotope Atom

Fraction (X3)

Atom

Fraction (X3)

U 234 5.20x10–5 3.12x10–3

U 235 6.81x10–4 4.05x10–2

U 238 9.39x10–1 9.60x10–1

Pu 238 1.36x10–3

Pu 239 3.21x10–2

Pu 240 1.52x10–2

Pu 241 7.06x10–3

Pu 242 4.21x10–3

O 16 2 2

density (g/cc) 10.4538 10.4538

Table 1:  Initial composition (before decay) of the fuel assembly 
definitions used in the HGET viability study (atom fractions dis-
played are 3x the total atom fraction, such that the U/Pu isotopes 
add to approximately 1).

Figure 1: PWR MOX assembly design of the 17x17—24 type with 
assembly averaged plutonium concentration of 7.2 wt% Pu. 
(From [10])

4. Overview of HGET Modeling Methods

An overview of the HGET modeling methods is given in 
Figure 2 below. Neutron transport was performed using 
MCNP6 and the calculated fission rates in the fuel pins 
were used to generate the prompt- and delayed-gamma 
source terms. Those gamma-ray source terms were 
then used as input to a  separate calculation for the 
transport of the photons out of the assembly and into 
the detector. Gamma-ray transport through a highly at-
tenuating assembly can be prohibitively time-consuming 
with pure Monte Carlo methods. The gamma-ray trans-
port was performed using a deterministic transport by 
the discrete-ordinates package Attila [11]. More detail on 
the HGET modeling method and validation can be found 
in [12].

Material 
compositions

Neutron 
transport:
MCNP6

Gamma source 
term: fission rate 

cross section 
with emission 

spectrum 

Gamma-ray 
transport in 

the
assembly:  

Attila

Gamma-ray
detector

response:
MCNP6

Figure 2: Schematic of HGET modeling approach for modeling 
neutron-induced gamma-ray signatures and detector response 
functions.

5. Candidate HGET Signatures

Gamma emission tomography is based on detecting 
gamma emissions selectively, sensitive to both their loca-
tion and their angle of incidence. Detection of inner pins 
can be very difficult, since radiation from these pins must 
pass through a  considerable distance of dense fuel. 
Gamma rays with energies of less than 500 keV have 
a very low probability of escaping from inner pins to the 
outside. Penetration increases with increasing energy to 
a broad maximum at around 3 MeV to 4 MeV, beyond 
which the pair production mechanism of absorption 
causes penetration to decrease. Isotopic specificity is 
also desirable; if a gamma-ray emission is uniquely tied to 
a given isotope (e.g., fissile isotope or fission product), it 
will likely be more useful in characterizing the fissile con-
tent of the assembly. Finally, methods based on exces-
sively complex signatures may be difficult to implement, 
limiting their utility.

An order-of-magnitude comparison of typical spent-fuel 
assay signatures, to the candidate signatures for HGET 
assay of a nominal MOX fuel assembly is given in Table 2. 
The actively induced count rates were estimated using the 
neutron-gamma modeling methods described in the previ-
ous section, and the nominal HGETv1a design described 
later that employs a commercial, off-the-shelf deuterium-
tritium (D-T) neutron generator producing approximately 
108 n/s at 14.1 MeV.
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Technique Emission rate  
(γ/pin/cm/s)

Spent fuel, 1 year CT, 154Eu 1274 keV 1 x 108

Spent fuel, 30 year CT, 137Cs 662 keV 5 x 109

239Pu 414 keV 5 x103

Prompt fission > 1000 keV 1 x104

Delayed gamma individual lines < 2 x101

Delayed gamma at 1 s, > 1000 keV

Delayed gamma at 1000s, > 1000 keV

4 x 102

5 x 103

Prompt capture gamma, U Uncertain, ~1 x102

Prompt capture gamma, Pu <1 x103

Activation gammas > 500 keV Uncertain, small

Table 2: Order-of-magnitude comparison of signal intensities from 
passive tomography of PWR spent fuel variants (top three entries) 
and HGET for unirradiated MOX fuel. HGET signatures highlighted 
in gray are the most promising in terms of absolute emission 
intensity.

Clear from Table 2 is that the passive Pu emissions from 
unirradiated MOX fuel are many orders of magnitude less 
than from spent fuel, and have low penetrating power. The 
actively induced signatures offer somewhat higher intensi-
ties and importantly, their higher energies offer the promise 
of greater penetrability through the fuel assembly. Delayed 
gamma signatures are more complex, due to their time 
dependence, and no individual lines are observed with 
sufficiently high emission intensity for tomography. It is 
possible that a delayed gamma-ray signature summed 
over broad energy windows could be imaged – but fissile-
isotope specificity would be lost. The assay of other acti-
vation products to infer fuel composition offers little prom-
ise both because of low intensity and limited direct 
connection to the fissile material that is the focus of IAEA 
verification. Given that no isotope-specific signatures are 
high enough in intensity for direct fissile isotope assay, the 
most useful signature for verifying the integrity of fuel as-
semblies and total fissile content appears to be the prompt 
fission gamma rays, possibly in combination with the de-
layed gamma rays. The relatively high production of these 
signatures at energies above 1 MeV is key, although still 
four orders of magnitude below emission rates typical of 
spent fuel.

This large gap in emission intensity points to the need for 
the development of HGET-specific tomographic designs 
and methods, for example neutron moderation and reflec-
tor designs that are efficient for inducing fission in the as-
sembly, detector and collimator designs that balance gam-
ma-ray collection efficiency with spatial resolution for 
imaging, and tomographic reconstruction methods that 

wring as much information as possible from the collected 
data by relying heavily on the declared, a priori information 
about the pin assembly geometry. These topics are dis-
cussed in the sections below.

6. Nominal HGET Design

A wide range of source/moderator/reflector designs and 
materials (e.g., poly, graphite, hydrided DU) were consid-
ered in the early stages of the HGET v1 design study. Both 
a D-D and a D-T neutron generator were considered; the 
lower energy neutrons from D-D produce a smaller back-
ground of 238U fissions but D-D generators are generally 
significantly lower in achievable intensity, given similar form 
factors. The metrics for evaluating the various designs 
were: 1) uniformity of thermal and epithermal flux across 
the assembly cross-section, 2) total fission rate induced in 
the MOX fuel definition, and 3) relative contributions of fis-
sile and 238U fission. Several of the early designs were dis-
carded based on these metrics; Figure 3 (left) depicts the 
design that demonstrated considerable promise: HGET-
v1a. Figure 3 (right) shows the low-energy fission rate dis-
tributions for the HGETv1a designs, with an assembly pre-
sent (each pixel in the image corresponds to an individual 
pin). Immediately evident is a relatively high fission rate on 
the generator side of the assembly, in the outer row of 
pins. The neutron self-shielding effect, which depresses 
the fission rate on the interior of the assembly due to inter-
actions between the neutrons and the fuel pins, is also 
clear. The overall effect is a gradient of approximately 10X 
between the fission rates at the outermost to innermost 
pins – although if the outer row of pins is neglected, the 
fission rate in the rest of the assembly is within a factor of 
~3X and has a predictable gradient structure, with no high-
ly localized changes on the interior of the assembly.

For the collection of the prompt and delayed gamma rays 
produced by the induced fissions, an array of highly colli-
mated gamma detectors is rotated around the assembly to 
build up the tomographic projection data, as a function of 
both energy and angle. A number of potential collimator/
detector combinations are possible, but the nominal HGET 
design assumes a configuration founded on the IAEA’s 
original Passive Gamma Emission Tomographer (PGET), 
as described more fully in [3] and depicted in Figure 4 be-
low. Though PGET is intended for verification of spent fuel, 
a variant on PGET tailored for unirradiated fuels would 
benefit from a high degree of familiarity among tomogra-
phy practitioners and the potential for leveraging of hard-
ware components (e.g., detector arrays, pulse-processing 
electronics).
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Figure 3: Left: Cross-section of the HGETv1a instrument geometry including a D-T generator (far left, with neutrons generated at the lo-
cation of the x), a PWR assembly, and a combination of poly and graphite moderator/reflector. Right: Mapping of fission rate induced by 
low-energy neutrons, assuming the HGETv1a design (each pixel represents one fuel pin).

Figure 4: Rendering of the IAEA’s PGET instrument design show-
ing a vertical view of the detector heads containing 104 CdTe de-
tectors in each head [3].

The central challenge in designing the HGET collimator/de-
tector combination is to increase the collection efficiency 
significantly while preserving sufficient spatial resolution to 
resolve individual pins. To increase the collection efficiency 
for HGET gamma-ray signatures, the aperture’s field of 
view was opened significantly in the horizontal and vertical 
directions. These adaptations produce an increase in the 
count rate at the detectors of approximately 30X com-
pared to the PGET collimator.

The initial feasibility studies focused on a nominal design 
where the neutron generator and the gamma detectors lie 
in the same plane. Tests were also performed with designs 
that split the neutron reflector and placed the gamma de-
tectors and staging in between, and with a stacked design 

with gamma detectors on a plane beneath the neutron re-
flector; both these configurations will result in lower count 
rates at the detector. An optimized design is expected to 
be intermediate between the ideal case shown here and 
the non-optimized tests.

Bi4Ge3O12 (BGO) was chosen as the nominal gamma-ray 
spectrometer material for the HGETv1a design. Although it 
has significantly poorer energy resolution than other candi-
dates such as NaI(Tl), CZT or LaBr3, energy resolution is 
not expected to be critical for the broad energy windows 
for collection of prompt-fission and delayed-gamma signa-
tures. BGO’s high density and atomic number translate to 
high stopping power for higher-energy gamma rays, whilst 
maintaining a relatively small form factor that can support 
a highly arrayed detector arrangement like the one used in 
PGET. Importantly, BGO is a very common material for 
positron emission tomography systems used in nuclear 
medicine, which means that large arrays of relatively small 
voxels are readily available in the commercial market. The 
BGO detector is observed to give a  factor of three im-
provement in intrinsic efficiency for the collection of gam-
ma-rays above 1 MeV, when compared to the CdTe detec-
tors employed in the original PGET device.

The combination of higher collimator efficiency (~30 X) and 
greater intrinsic detector efficiency (~3X) results in an over-
all HGET gamma-ray collection efficiency that is approxi-
mately two orders of magnitude higher than the original 
PGET design, thereby helping to recover a significant por-
tion of the signal discrepancy (several orders of magnitude) 
between the spent fuel applications for which PGET was 
originally designed and the HGET scenarios for unirradiat-
ed fuels.
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7.  Reconstruction and Analysis Methods 
for HGET

The simplest approach to tomographic reconstruction is 
filtered backprojection, which solves analytically for the 
distribution of emissions, assuming that measurements 
are spaced at equal angles and that attenuation is mini-
mal. This approach has the advantage of being both fast 
and requiring few assumptions about the system [13], and 
has been successfully used to locate missing pins in spent 
nuclear fuel [3]. However, since FBP in its simplest form 
makes no assumptions about attenuation, it cannot cor-
rect for the highly attenuating pins that block emissions 
from the center of the assembly. This leads to a recon-
structed image which is systematically lower in intensity in-
side the assembly.

The case of fresh fuel is different from the spent fuel appli-
cation in two important ways. First, the emission intensity 
is much lower, as previously noted. Second, emission in-
tensity is a function not only of fuel composition, but also 
of illumination by the neutron field. Achieving a high and 
relatively uniform flux of thermal neutrons in the center of 
a large assembly is difficult, as discussed previously. The 
difference in counts at the detector from inner pins to outer 
pins is already large in passive emission tomography, but 
neutron interrogation adds another significant gradient, on 
the order of 10X, between inner and outer pins. Recon-
structing a dataset with such an extreme gradient results 
in poor image quality.

While the HGET application is challenging from the recon-
struction standpoint, it is decidedly different from other to-
mographic applications (e.g., nuclear medicine) in that it is 
fundamentally a confirmatory measurement of the opera-
tor’s declaration about the assembly (as opposed to 
a blind test in which nothing about the object is known). 
This means that a priori information about a declared as-
sembly, perhaps after initial verification via FBP, can be 
used to extract as much information as possible from each 
collected gamma ray and thereby improve the quality of 
the resulting image reconstruction. There are a number of 
ways to incorporate this information, but one straightfor-
ward approach is to assume a declared assembly geome-
try and solve for average emission values for each pin. 
Mathematically, this is phrased as measurement data (ga  ) 
with a as the sinogram angle/offset index according to

 g H fk
k

ka a= ∑  (1)

where fk is the reconstructed activity estimate, here with 
k as the pin index, and Ha k is the model-based system 

response matrix, in this case the detector response to 
each possible emitting pin in the presence of attenuation 
due to the whole assembly. This approach is described 
more fully in [3][12]. Reconstructing at the level of individual 
pins, rather than over a series of pixels, incorporates the 
assembly geometry and greatly decreases the number of 
unknowns, regularizing the inverse problem. This results in 
much lower relative statistical error, but contingent upon 
the accuracy of the model.

The model-based tomographic reconstruction methods 
translate the collected gamma-ray signature into the emis-
sion intensity of prompt and delayed fission gammas in 
each pin, and therefore the pin-wise fission rate. Next, the 
pin-by-pin fission rate produced by the tomographic in-
verse problem must be translated to the verification pa-
rameter of interest: fissile-material concentration. De-tan-
gling the fissile concentration from the fission rate must 
recognize that fission from non-fissile isotopes, most nota-
bly 238U, can contribute significantly to the total induced fis-
sion rate, but the concentration of the non-fissile isotopes 
is not the IAEA verification parameter of interest. Such 
a translation can be complex since the fission cross-sec-
tions for the fissile and fissionable isotopes are highly de-
pendent on incident neutron energy (including resonance 
structures and threshold reactions), and the neutron ener-
gy spectrum varies by pin location—due to attenuation 
from surrounding pins and attenuation within the pin of in-
terest due to its own fissile loading. The methods used to 
translate total fission rate in a pin into fissile-isotope con-
centrations in that pin are beyond the scope of this paper 
but are described fully in [12].

8. Example Performance Prediction Results

In the early rounds of performance prediction studies, only 
the prompt-fission gamma-ray signal has been consid-
ered, and a straightforward model-based reconstruction 
on a pin-by-pin basis was used to bound the tomography 
inversion problem. The primary question to be addressed 
was: Based on the HGET v1a design, the “MOX A” assem-
bly definition, anticipated operator declarations, and simu-
lated prompt-gamma signatures, can reasonable statistical 
uncertainties be achieved for fissile-mass concentration on 
a pin-by-pin basis within 1-2 hours? The end-to-end HGET 
analysis process is shown in Figure 5 for this MOX A case 
study and reflects the discussions in the previous sections 
of this paper. In the example case-study results presented 
in Figure 6, it is assumed the operator declares the Pu iso-
topics for each pin.
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Figure 6: Example results for the determination of Fissile Pu (239Pu 
+ 241Pu) fraction in MOX A, when incorporating assembly geometry 
and Pu isotopics data in the analysis process. This simulated as-
sembly excluded 11 pins at different lattice positions from the mid-
dle to the edge of the assembly. Calculated values are based on 
2-hour total assay time; one-sigma error bars on statistical uncer-
tainty are shown. Dashed lines are the actual fissile fraction (239Pu + 
241Pu) for the three Pu loading levels. (Note that Pu isotopics are 
identical for all loading levels; given the correct isotopic composition 
these numbers are equivalent to the wt% quoted in Fig. 1).

The preliminary results shown in Figure 6 indicate that: giv-
en a careful system design, a COTS portable neutron gen-
erator and reconstruction and analysis algorithms that fully 
acknowledge operator-declared information about the as-
sembly, HGET has the potential to verify fissile-mass con-
centration on a pin-by-pin basis in total assay times of ap-
proximately 2 hours for a  representative PWR MOX 
assembly. These initial performance estimates assumed 
that assembly type, missing-pin locations and Pu isotopics 
were accurately declared by the operator and incorporated 
in the analysis process. Under those assumptions, the rel-
ative standard deviation of the fissile-Pu quantification was 
less than a few percent for most pins, but approached 
20% for the interior pins. The uncertainty in fissile concen-
tration is small compared to the reconstructed contrast for 
the 11 missing pins.

9. Summary and Next Steps

While the initial HGET performance predictions presented 
in this paper are encouraging, further investigation is re-
quired to fully establish feasibility. From an operational 
standpoint, a neutron generator with 3 x 108 n/s is much 
higher flux than Am-Li sources currently used for active 
coincidence counting – typically 104 – 106 n/s [14]. This 

Figure 5: Overview of HGET performance-prediction methodology (assuming a PWR MOX assembly) that begins with forward calcula-
tions of induced fission rate (upper left) and culminates in quantification of fissile Pu concentration in each pin (lower right). Starting from 
left, MCNP calculates pin fission rates by isotope, which is used as a source term for gamma transport models (top center) and for inter-
preting pin-by-pin fission rates as fissile isotope fractions fk (bottom right). Top center: sinogram data as a function of lateral position and 
angle ga is calculated in counts per second (CPS) using RADSAT. Bottom center: RADSAT is used to calculate a pin-by-pin system re-
sponse function using unit fission rates (FR) and a monte carlo detector response function (DRF). Singular value decomposition (SVD) is 
used to provide a least squares solution to invert the transport equation and recover individual pin fission rates Rk, which in turn provide 
fissile isotope fractions in each pin.
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raises concerns for exclusion area needed during a meas-
urement. The measurement will induce some additional ra-
dioactivity in the assembly, although preliminary results in-
dicate that the induced activity should be small relative to 
the original assembly activity. From a technical standpoint, 
the results here were generated using simulated data that 
does not include background terms, assuming full availa-
bility and accuracy of declared data for the assembly of in-
terest, and assuming a near-perfect system response 
function in the tomographic reconstruction. Considerably 
more analysis is needed to more fully understand the po-
tential of HGET and its viability for IAEA verification scenar-
ios. The highest priority is the extension of the feasibility 
analysis to LEU, and to LEU with burnable poisons (Gd 
rods). The case of Gd loading in particular is challenging 
for coincidence counting assay, and the possibility of using 
the high-energy and high-intensity gamma rays from Gd to 
account for the burnable poisons offers potential advan-
tages for HGET in overcoming the burnable poison effects. 
The performance predictions presented here were per-
formed using only the prompt-gamma signature but de-
layed-gamma signatures become significant as the active-
interrogation measurement progresses, and could be 
included in the reconstruction algorithms as a smoothly 
varying time dependent term. Continued study of HGET-
specific reconstruction algorithms, particularly those that 
can identify the perturbation patterns created by missing 
pins and have robustness to imperfections in the system 
response function (e.g., undeclared or inaccurately de-
clared missing pins), is needed. Perhaps most importantly, 
the HGET viability study needs to move into empirical 
space. The challenges of high-fidelity simulation for this 
relatively complex active interrogation approach (for which 
even basic cross-section data are not always available), 
and the inability of simulations to accurately capture the 
background terms that may arise in this active-interroga-
tion scenario, strongly encourage proof-of-principle labo-
ratory measurements using a representative tomographic 
device and objects (e.g., LEU fuel rodlets), to benchmark 
the predictive modeling tools and guide refinement of the 
nominal HGET instrument design.
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Abstract:

The potential for gamma emission tomography (GET) to 
detect partial defects within a spent nuclear fuel assembly 
has been assessed within the IAEA Support Program 
project JNT 1955, phase I, which was completed and 
reported to the IAEA in October 2016. Two safeguards 
verification objectives were identified in the project; (1) 
independent determination of the number of active pins that 
are present in a measured assembly, in the absence of 
a priori information about the assembly; and (2) quantitative 
assessment of pin-by-pin properties, for example the 
activity of key isotopes or pin attributes such as cooling time 
and relative burnup, under the assumption that basic fuel 
parameters (e.g., assembly type and nominal fuel 
composition) are known. The efficacy of GET to meet these 
two verification objectives was evaluated across a range of 
fuel types, burnups and cooling times, while targeting a total 
interrogation time of less than 60 minutes.

The evaluations were founded on a modelling and analysis 
framework applied to existing and emerging GET instrument 
designs. Monte Carlo models of different fuel types were 
used to produce simulated tomographer responses to large 
populations of “virtual” fuel assemblies. The simulated 
instrument response data were then processed using 
a  variety of tomographic-reconstruction and image-
processing methods, and scoring metrics were defined and 
used to evaluate the performance of the methods.

This paper describes the analysis framework and metrics 
used to predict tomographer performance. It also presents 
the design of a “universal” GET (UGET) instrument intended 
to support the full range of verification scenarios envisioned 
by the IAEA. Finally, it gives examples of the expected 
partial-defect detection capabilities for some fuels and 
diversion scenarios, and it provides a  comparison of 
predicted performance for the notional UGET design and an 
optimized variant of an existing IAEA instrument.

Keywords: Spent nuclear fuel assemblies; Partial defect 
verification; Gamma-ray emission tomography

1. Introduction

The accurate verification of declarations about the fissile con-
tent of spent fuel is central to the International Atomic Energy 
Agency’s (IAEA) safeguards of facilities handling and storing 
irradiated fuel. IAEA safeguards approaches for used fuels 
that are being transferred to difficult-to-access storage and 
that have a design allowing disassembly call for verification 
using a partial-defect or best-available method [1]. At present, 
IAEA’s authorized instruments for attended partial-defect de-
tection have limitations in terms of independence, defect sen-
sitivity, and implementation flexibility. Furthermore, there is no 
authorized instrument for unattended partial-defect detection 
in spent fuel. Accordingly, the IAEA has expressed a need for 
“more sensitive and less intrusive alternatives to existing NDA 
instruments” for partial-defect detection [2].

Passive gamma-ray emission tomography (GET) is attrac-
tive for addressing partial-defect detection because it has 
the potential to non-destructively image the spatial distribu-
tion of the active fuel material in the assembly structure, 
and extract numerical data on individual fuel pins, without 
the need for any operator-declared information or disas-
sembly of the fuel. Advantage is taken of the high level of 
radioactivity in used nuclear fuel in a two-step procedure:

(i) The gamma radiation field around a fuel assembly, at 
a selected axial level, is collected using one or several 
gamma-ray detector elements in a large number of po-
sitions relative to the fuel, and;

(ii) The internal source distribution in the fuel is reconstruct-
ed based on the recorded data, using tomographic 
algorithms.

In both steps, one may identify a multitude of alternative 
approaches, e.g. in terms of choice of detector set-ups and 
measurement schemes (step i) and choice of data analysis 
and reconstruction algorithms (step ii). In addition, for the 
case when the assay result is an image, there is a variety of 
image-analysis methods that may be applied to draw con-
clusions on the individual fuel pin level.

As described in this paper, reconstructed images and pin-
wise data may be used directly to draw conclusions on pos-
sible pin diversion. Measured gamma-ray source 
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Verification
Objective

Description Assumptions

1 Independent determination of the number of active pins 
that are present in a measured fuel assembly.

No a priori information about the assembly is available.

2 Quantitative assessment of pin-by-pin properties, for 
example the activity of key isotopes or pin attributes 
such as cooling time (CT) and relative burnup (BU).

Basic fuel parameters (e.g., assembly type, geometry 
and nominal fuel composition) are known.

Table 1: Verification Objectives covered in the JNT 1955 Phase I project.

concentrations can also be strongly correlated to fuel pa-
rameters such as burnup (BU) and cooling time (CT), there-
by achieving more specificity than other partial-defect de-
tection methods. Further, tomographic assessment at 
multiple axial locations along the assembly length enables 
axially resolved pin-level assay (as opposed to volume-inte-
grating assay). Finally, GET is viable in both wet and dry 
measurement environments, and in either unattended or at-
tended modes, thus offering operational flexibility.

The IAEA attention to the GET technique began in the 
1980’s, leading to the development and testing of small-
scale systems in multiple field campaigns on BWR and 
PWR fuel items [3]. Building on those efforts, the JNT 
A 1510 project began in 2003 and was completed in late 
2015. Under JNT 1510, a full-scale, transportable tomogra-
phy system based on IAEA’s user requirements for under-
water application was designed, fabricated, and field-test-
ed [4]. This system is referred to as PGET (Passive Gamma 
Emission Tomography) and is used in attended mode.

In parallel to the IAEA-led efforts, a Swedish project for vali-
dating core simulators for pin-power distributions led to the 

construction of a heavy (30-metric tons) tomographic de-
vice, which was used for measurements on short-cooled 
(2-4 weeks) BWR fuel assemblies [5], [6]. As a conse-
quence, the project also covered studies of the safeguards 
aspects of this technique [7]. During recent years, interna-
tional nuclear research institutes have also gained interest in 
the application of tomographic techniques on complete fuel 
assemblies [8], [9]. Leveraging from the relatively large pool 
of knowledge and expertise that is now available on GET, 
the JNT 1955 Phase I project was launched by the IAEA in 
2013 and was reported on in 2016 [10]. This paper accounts 
for its main outcomes.

2. Scope of the JNT 1955 Phase I project

The JNT 1955 Phase I project was carried out in 2013-2016 
by the IAEA Member States Support Programs of the Unit-
ed States, Sweden, Finland and European Union, under 
the leadership of the IAEA. It was intended to complement 
previous IAEA projects on the GET technique, e.g. by con-
sidering unattended GET and an extended range of fuels 
and implementation scenarios.

At the project start-up, two Verification Objectives were 
identified, as defined in Table 1, where only Objective 1 
may be considered addressed by the already existing 
PGET device. With these Verification Objectives in mind, 
efforts were made within the following areas:

 – GET performance analysis framework: A modelling and 
analysis framework was developed for partial-defect de-
tection capability evaluation, including a procedure for sim-
ulating tomographic data for selected experimental setups, 
fuel types, diversion and implementation scenarios;

 – GET instrument design: The design of a “universal” 
GET instrument (UGETv1) was developed, intended to 
support the full range of verification scenarios envisioned 
by the IAEA;

 – Reconstruction and analysis methods: A set of tomo-
graphic reconstruction and analysis methods were iden-
tified, described and demonstrated;

 – Proposed metrics for GET partial-defect sensitivity: 
Metrics for quantifying the partial-defect detection capa-
bility of alternative GET approaches on selected diver-
sion cases were suggested;

 – Quantitative performance predictions: Quantitative 
performance predictions were made for the PGET and 
UGETv1 instrument designs, for a set of different fuel 
types, fuel parameters and diversion scenarios;

 – Inspection procedures: An envisioned inspection pro-
cedure was presented.

Due to the extent of the work, each area is only covered 
superficially in the coming sections of this paper, while de-
tails may be found in [10].

3. GET performance analysis framework

One important outcome of the JNT 1955 project is the 
creation of a modelling and analysis framework for the 
evaluation of GET partial-defect-detection performance, 
which can be applied to various GET instrument designs, 
fuel assembly types and parameters, diversion scenarios 
and analysis methods. A flowchart describing this frame-
work is illustrated in Figure 1. It provides end-to-end capa-
bility to assess tomographer performance for nuclear fuel 
assay, and could be considered a new, standing capability 
for the international safeguards community.
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The inputs are the specifics of the fuel to be analyzed, the 
instrument design, including data-collection schemes such 
as the set of angular and lateral detector element positions 
used, and the conditions under which the analyses are 
made (e.g. the level of access to a priori information), which 
governs the tomographic reconstruction and analysis 
methods that are applicable. (Verification Objectives 1 and 
2 presented in Table 1 are examples of such conditions.) 
The framework allows for the deployment of various re-
construction and analysis methods as well as various met-
rics of performance.

The heart of the framework is the simulation toolkit, 
marked in red in Figure 1. Here, a brief overview of the 
simulation procedure is presented, and the reader is re-
ferred to ref. [10] for more details;

1. First, pin-by-pin gamma-ray source terms for each fuel 
type and fuel parameter set under study are calculated 
using a combination of codes and methods, as de-
scribed in refs. [11] and [12].

2. Second, the Monte Carlo N-Particle (MCNP) transport 
code [13] is used for transport of emitted gamma quan-
ta from the fuel to the surface of the detector elements, 
taking into account the specifics of the fuel geometry 
studied (including possible pin diversions) and the de-
vice design. To allow for acceptable computation times 
for the low-efficiency transport geometries of this study, 
semi-deterministic transport is deployed; using MC-
NP’s next-event estimator method, the probability of 
the gamma-ray contributing to a point at the front face 
of the detector is calculated analytically at each interac-
tion or source point. Consequently, variations in re-
sponse to gamma quanta hitting different parts of the 
detector surface are neglected, which is justified by the 
fact that the front surface of all detectors in this study 
was much larger than the exposed area, as defined by 
the collimator slit opening. These calculations are done 
pin-by-pin and energy-by-energy to get single-pin flux 
data for the complete set of detector element positions, 
which can be added together to form complete assem-
bly data. In this summation, pin-wise weights are 

applied according to the source terms calculated in the 
first step. (In this way, the results from the time-con-
suming transport calculation can be re-used when 
changing pin-wise fuel parameters.) In this work, alter-
native simulations using the Geant4 code [14] have also 
been performed to benchmark the MCNP simulations, 
as described in section 7.2.

3. Third, separate Monte Carlo calculations of the detec-
tor response are performed, taking into account the 
complete gamma-ray flux into the detector elements, at 
all energies, while also considering detector specifics 
(e.g. energy resolution). Consequently, performance of 
different detector types in the same setup can be as-
sessed using the same data from the first two steps.

This three-step simulation procedure allows for the crea-
tion of tomographic data for large virtual assembly popula-
tions, in terms of; (i) varying pin-by-pin BU, and; (ii) varying 
sets and levels of statistical noise. The former variation re-
sponds to the fact that authentic fuel assemblies have 
a pin-by-pin variation in BU. (In BWR fuels in particular, 
there may be relatively large variations in pin-wise BU due 
to spatial variations in void and thus in thermal neutron 
flux, which is met to some extent by introducing variations 
in initial enrichment. According to BWR operators, the 
maximum variation in pin-wise BU may be as large as 
±20% under normal operation [15], [16].) The latter variation 
allows e.g. measurement time to be accounted for. Alto-
gether, analyses of large assembly populations, with these 
variations included, enable the deployment of statistical 
performance metrics, as discussed in section 6.

4. GET instrument design

The data used for emission tomography consists of a set 
of gamma-ray intensities that should be recorded in well-
defined angular and lateral positions with respect to the 
object. For the reconstructions to be efficient, a small re-
gion of the object should contribute to the recorded inten-
sity in each position, as defined by the angle under which 
the radiation travels and the lateral distance of the region 
from the centre of rotation. In this application, heavy 

Figure 1: Flowchart describing the modelling and analysis framework developed for GET performance evaluation.
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Figure 2: The two device designs analysed in section 7. Left: The existing PGET device, which was constructed in the JNT1510 project. 
It is based on two large arrays of small CdTe detectors, operated in threshold mode, in a rotate-only geometry. Right: A single detector 
head of the notional UGETv1 design, developed in this work. The full instrument would include four heads, each housing 8 relatively large 
LaBr3 detectors operated in spectroscopic mode, in a translate-rotate geometry. The devices are not to scale.

collimators are used, which shield the detector elements 
while allowing radiation to enter through well-defined slit 
openings, thus allowing for the required spatial selection 
capability. The collimator-detector setup may be arranged 
in a rotate-only geometry or in a rotate-translate mechani-
cal arrangement. The achievable spatial resolution will be 
governed by the system’s spatial response, which is de-
fined primarily by the slit openings, in combination with the 
lateral distance between each data point. (In a rotate-only 
geometry, the lateral distance is defined by the collimator 
pitch, while in a rotate-translate geometry, it is defined by 
the translation step used).

In the instrument design, the choice of detector as well as 
collimator material and dimensions depend on a number 
of factors such as;

 – Fuel properties, e.g. BU, CT and size: Highly radioactive 
fuel (short CT, high BU, large mass) generally requires 
better shielded detector elements to avoid high levels of 
background radiation. Here, one may foresee a back-
ground of gamma quanta from other axial levels of the 
assembly than the one measured if shielding is inade-
quate, and gamma quanta entering the detector ele-
ments after being scattered in surrounding materials 
may also pose a problem;

 – Requirements on isotopic selectivity: Detector elements 
with high energy resolution and spectroscopic data col-
lection may be required to select specific gamma peaks, 
in particular for Verification Objective 2. Also, high full-
energy peak efficiency will enable more efficient subtrac-
tion of background from scattered gamma rays, and 
thus enhanced data quality;

 – Spatial resolution requirements: Longer and/or narrower 
collimator slits enable higher spatial resolution. (As 

pointed out above, spatial resolution is also governed by 
the measurement scheme used, in particular the lateral 
distance between data points.);

 – Count-rate management: The collimator slit dimensions 
should preferably be large enough to allow for high 
counting rates in order to reduce measurement time, 
while staying within acceptable limits for the selected de-
tector type in terms of count-rate saturation;

 – Time requirements: Assay time can be shortened by us-
ing many, tightly-packed, detector elements as well as 
using detectors with high-count-rate capability.

Altogether, there is a strong inter-dependence between 
these design factors. As an example, detector elements 
offering high full-energy peak efficiency are generally rela-
tively large, implying that a relatively small number of de-
tectors will fit into the device, thus leading to longer assay 
times. Accordingly, instrument design will include a trade-
off between e.g. time and precision.

The device design performed in this work was developed 
to meet both Verification Objectives 1 and 2, resulting in 
the notional Universal GET design (UGETv1). Thorough 
presentations of the UGETv1 design and the considera-
tions made can be found in refs. [10] and [17], and only the 
outcome of the design work is presented here. The design 
was informed by two previous underwater designs, 
PGET [4], which was constructed in the JNT 1510 project 
to deliver on Verification Objective 1 for relatively long-
cooled fuel, and PLUTO  [6], which was constructed in 
Sweden to deliver pin-wise power in short-cooled fuel, 
a task similar to Verification Objective 2. The PGET and 
UGETv1 designs are illustrated in Figure 2, and their re-
spective properties are listed in Table 2.
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Design parameter PGET* UGETv1
Maximum object diameter 30 cm 37.5 cm

Number of detector heads 2 4

Number of detectors per head 104 8

Detector type CdTe LaBr3
§

Detector dimensions Cuboid: 10×5×2 mm3 Cylindrical: 38x38 mm

Spectroscopic analysis Broad Region-Of-Interest (ROI) Peak analysis

Collimator slit length 100 mm 200 mm

Collimator slit width 1.5 mm 1.5 mm

Collimator slit height Tapered 70→10 mm 10 mm

Detector (and slit) pitch 4 mm 46 mm

Number of lateral steps per angular projec-
tion for 2 mm sampling

-

(rotation only)

23

* PGET parameters reflect design under JNT 1510. During 2016, PGET was refurbished, changing the design slightly.

§ LaBr3 scintillators are generally doped with small portions of Cerium to activate photoemission.

Table 2: Parameters of the existing JNT1510 PGET and the notional JNT1955 Phase I UGETv1 device designs.

As described in section 7, performance evaluations have 
been carried out for the PGET and UGETv1 designs. In 
short, the main differences between these designs and 
assumed modes of operation are; (i) the existing PGET 
device operates relatively small CdTe detectors in thresh-
old mode with limited full-energy detection efficiency at 
high energies, while the notional UGETv1 design is intend-
ed to host larger LaBr3 scintillator detectors, for which the 
evaluations assume spectroscopic full-energy gamma-ray 
peak analysis, and; (ii) PGET uses relatively light collima-
tion, while additional shielding is included in UGETv1 to 
manage count rates for more short-cooled fuels (CT down 
to 1 year). As a result of these design selections, PGET al-
lows for tightly-stacked detector arrays that offer rapid 
data collection in a rotate-only geometry, while the fewer 
number of LaBr3 detectors in UGETv1, which offer more 
isotopic-specific data by means of size and mode of oper-
ation, require both rotation and translation of the detector 
arrays to record complete intensity projections, leading to 
longer assay times.

5. Reconstruction and analysis methods

Once the tomographic data have been recorded, tomo-
graphic reconstruction algorithms are applied to calculate 
the internal source distribution. There are a variety of algo-
rithms available for emission tomography, which over the 
years have been developed and applied mainly for medi-
cal applications. However, a nuclear fuel assembly, with 
its highly inhomogeneous mix of strongly gamma-ray 

attenuating materials (such as uranium dioxide) and less 
attenuating materials (such as water or air), is a challeng-
ing object for tomographic measurement and reconstruc-
tion. If not taken into account in the reconstructions, gam-
ma-ray attenuation will strongly influence the resulting 
representation of the source distribution. In this work, op-
tions from the two main classes of tomographic recon-
struction algorithms; analytic and algebraic [18], have 
been explored for use on nuclear fuel assemblies. Analyt-
ic methods, such as filtered back-projection (FBP), typi-
cally use the Fourier transform, while the algebraic meth-
ods express the reconstruction in terms of an equation 
system, allowing for detailed modelling of e.g. attenuation 
when defining the equation system’s weight matrix (the 
system matrix). The quantitative capabilities of some anal-
ysis methods when applied on emission data from nucle-
ar fuel assemblies are presented in ref. [19].

The data used for tomographic reconstruction may con-
stitute either of peak-specific data, giving information on 
the contents of the isotope emitting that particular peak, 
or of data that comprise a mix of information from several 
peaks and various levels of scattered gamma rays, de-
pending on the instrumentation and the settings used for 
the data acquisition. In the end, the reconstructions will 
create information of the source distribution, but the spec-
ificity of this information will depend on the quality of the 
input data. In this section, the principles used for the to-
mographic reconstructions are described, while examples 
of output from devices with different hardware and set-
tings are presented in section 7.
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5.1  Image reconstruction and image analysis for 
Verification Objective 1

For Verification Objective 1, the number of fuel pins pre-
sent should be determined without assuming any a priori 
information on the fuel. The route taken in this case is to 
reconstruct an image of the axial cross section of fuel, 
based on the collected sinogram of a fuel assembly (i.e. 
the collected intensities in a set of angular and lateral de-
tector element positions relative to the fuel), see Figure 3. 
This image is then further analysed to deduce pin-wise 
data and allow for counting of the fuel pins.

Most image reconstructions in this work have been done 
using a standard FBP algorithm [18]. One may note that 

this type of algorithm does not include any attenuation 
corrections, and implicitly assumes an ideal spatial re-
sponse function (i.e. the intensity in the detector is as-
sumed to emanate from an infinitesimally thin line through 
the object). As an alternative, some reconstructions have 
also been performed using an algebraic method, model-
ling the spatial response of the collimator-detector sys-
tem and assuming homogeneous attenuation in the im-
age area when defining the system matrix [19]. With this 
method, a  more realistic physics representation is 
achieved using no prior fuel information, thus fulfilling the 
assumptions for Objective 1. The spatial response func-
tion of the UGETv1 design used for 1274 keV gamma rays 
is presented in Figure 4.

Figure 3: Tomographic data may be presented as a sinogram, with intensities as a function of lateral detector element position (horizontal 
axis) and angular position (vertical axis). Image reconstruction methods transform sinogram data into images of gamma-ray emission in-
tensity, which are further analysed to deduce pin-wise data. (Example data obtained by simulating the detection of gamma rays in a 400-
700 keV interval, being dominated by 137Cs, modelling BWR fuel in the JNT1510 PGET instrument design.)

Figure 4: An example spatial response function for 1.274 MeV gamma rays (a.u. on the z axis) of the UGETv1 device design, used in al-
gebraic reconstructions (left figure). The origin (X,Y=0) of the response function is centred at the front of the slit opening, and only positive 
Ys are presented. The function takes into account the physical properties of the measurement system (e.g., in terms of finite collimator slit 
width and gamma-ray transmission through the collimator material), which give rise to significant contributions from penumbra and umbra 
regions, illustrated schematically in the right figure. (For actual slit dimensions, see Table 2.)
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Figure 5: Example reconstructed image of simulated data for a VVER-440 assembly (left). The most fundamental image analysis is the 
aggregation of pixel intensity values in beforehand-defined pin-centred quadratic regions (right). A toolkit of more advanced image-analy-
sis methods have also been developed to search the image for pins, being capable of adapting to possible irregularities in the geometry, 
as presented in ref. [20]. (Example images, obtained in reconstruction of simulated data from BWR fuel in the JNT1510 PGET instrument 
design. Here, the detection of gamma rays in a 400-700 keV ROI was modelled, being dominated by 137Cs.)

Once the image is obtained, image analysis methods are 
required to extract pin-by-pin data, here called “pin 
scores”. The most fundamental image analysis is to aggre-
gate the reconstructed activities of multiple pixels in 
a “neighbourhood” centred on each pin location, as illus-
trated in Figure 5. However, irregularities that may arise 
from e.g. assembly torsion and pin dislocations may call 
for more advanced methods. A toolkit of such methods 
has been developed for analysis of fuel assembly images 
[20]. As part of the JNT1955 Phase I project, these meth-
ods were demonstrated on experimental tomographic im-
ages, proving functional on disturbed geometries [10].

Examples of analysis results for PGET and UGETv1 are 
given in section 7 for two combinations of methods; (i) FBP 
reconstruction and fundamental image analysis; and (ii) al-
gebraic reconstruction and advanced image analysis. All 
analysis codes used can be made available to the IAEA.

5.2  Pin-activity reconstruction for Verification 
Objective 2

For Verification Objective 2, pin-wise fuel properties should 
be determined under the assumption that information on 
the fuel and its geometry is available. This opens a possi-
bility to apply detailed modelling of the fuel configuration 
using algebraic methods, enabling a level of detail not ac-
cessible using analytic methods. In the work on Objec-
tive 2, three different alternatives have been used for defin-
ing a detailed system matrix in algebraic reconstructions, 
for which software can be made available to the IAEA; (Re-
sults obtained using t Wayfinding he two latter methods 
are presented in section 7.4.)

 – MCNP-generated matrix: For simulation data obtained 
using MCNP (see section 3), the same transfer function 
as was used to create the data may be used to recon-
struct the modelled source distribution. While being “un-
realistically perfect” for the simulated data set, this 

approach enables analyses of the sensitivity to stochas-
tic noise, added to the simulated data. For experimental 
data, one may also envisage the use of MCNP or similar 
Monte Carlo codes to model the system matrix, howev-
er, such a procedure would be excessively slow for 
“new” measured cases.

 – Ray-tracing: The reconstruction toolkit TOMOPACK, 
with established use for reconstructions of tomographic 
data from the PLUTO [5] and Halden [9] devices, where 
%-level precision of pin-wise data has been demonstrat-
ed, is essentially based on ray-tracing and is thus suitable 
for analysis of spectroscopically-analysed full-energy-
peak data. This modelling comprises the following fea-
tures; (i) modelling of the instrument’s spatial response 
function, see Figure 4; (ii) modelling the full-energy gam-
ma-ray transport through the detailed 3D configuration of 
fuel pins, taking the axial symmetry into account, and; (iii) 
adaption of the pixel pattern to fit the object.

 – RADSAT-based matrix: The Radiation Detection Sce-
nario Analysis Toolbox (RADSAT) [21] combines 3-D de-
terministic transport through the measurement geometry 
with a stochastic model for detector response. Its use for 
tomography is somewhat exploratory, but it offers the 
capability to generate object-scatter contributions in the 
system matrix coefficients, for each pin, which may be 
essential for the analysis of data with low full-energy 
peak specificity, such as that of PGET.

6. Proposed metrics for GET partial-defect 
detection capability

For Verification Objective 1, so-called receiver operator 
characteristic (ROC) curves are suggested to provide met-
rics of the partial-defect detection capability, since they can 
be used to understand the trade-off between probability of 
detection (PD) and probability of false alarm (PFA). ROC 
analysis is used in many fields; a standard reference from 
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imaging sciences relevant to this work can be found in [22]. 
In the present case, the pin scores obtained from a mea-
surement (calculated as described in Section 5.1) can be 
plotted as histograms, one histogram for the pins present 
and another for pins missing (or replaced). In the ROC anal-
ysis, a threshold value is selected, so that pin scores above 
the threshold are defined as pins present, while scores be-
low the threshold are defined as non-fuel objects. If the two 
histograms do not overlap, perfect detection of missing 
pins without any false alarms can be realised. If the histo-
grams overlap, then false alarms and/or non-detected 
missing pins will occur, depending on the threshold. By 
varying the threshold, the tradeoff between detection and 
false alarm can be quantified. An example of how the pin-
score distributions for pins missing and pins present can 
be used to generate a ROC curve is given in Figure 6. 
When selecting an acceptable false alarm rate (setting the 
threshold), the ROC curve will give the corresponding prob-
ability of detection.

For Verification Objective 2, the metric used in this work 
(see e.g. section 7.4) is simply the agreement of recon-
structed pin-wise isotopic activities with the simulated 
source distribution, expressed as a relative difference, or 
“fractional error”. At the event of inspection, pin-wise data 
measured using a benchmarked methodology may be 

used to verify operator-declared data (in case such are 
available on the individual pin level) or to evaluate consist-
ency among the population of pins in an assembly at a lev-
el within the demonstrated precision.

7.  Quantitative performance predictions of 
PGET and UGETv1 device designs

Using the modelling and simulation framework described 
in section 3, the expected performance of two device de-
signs has been analysed; the existing PGET device and 
the notional UGETv1 device (see section 4). The recon-
struction tools described in section 5 have been deployed, 
as well as the per formance metrics described in 
section 6.

7.1 Analysed cases

Since the number of imaginable GET implementation alter-
natives and diversion scenarios are exceedingly large, and 
a vast amount of time is required for simulating each fore-
seeable case, a comprehensive study of all possibilities 
would not be manageable. Consequently, this study was 
limited to a relatively small set of implementation and pin-
diversion scenarios, fuel types and parameters, and gam-
ma-ray energies used for assay, according to the 
following;

Figure 6: Pin-score distributions for pins missing and pins present (left) can be used to calculate the probably of detection (PD) and prob-
ability of false alarm (PFA) as a function of threshold, T, in terms of a ROC curve (right).

Implementation scenarios: The matrix of implementation 
scenarios (including fuel CTs), deployment constraints and 
target measurement times considered in this work is pre-
sented in Table 3. The notional UGETv1 device covers 
a CT range from 1 to 40 years, while PGET is not applica-
ble for CTs as short as 1 year. Measurement times up to 
approximately 60 minutes were assumed acceptable. Only 
underwater assay was studied.

Pin-diversion scenarios: Three partial defect scenarios 
were considered; (i) Pin removal without any substituting 
materials, i.e. with water replacing the pins; (ii) Pin replace-
ment with depleted-uranium pins (replicates low- or no-ac-
tivity containing high-density substitute), and; (iii) Pin re-
placement with fuel pins of the same construction but 
lower BU (replicates material diversion between reactor cy-
cles). However, as described in [10], scenario (ii) poses the 
least tomographically challenging case. Focusing on the 
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more challenging cases, only results from scenarios (i) and 
(iii) are presented here.

Fuel types, parameters and pin configurations: Three 
fuel types were studied, for which the simulated fuel pin 
configurations are illustrated in Figure 7; (i) SVEA-96S BWR 
fuel with 96 fuel pins, of which 5 were diverted; (ii) VVER-
440 fuel with 1 water channel and 126 fuel pins, of which 6 
were diverted, and; (iii) PWR 17x17 fuel with 25 water 
channels and 264 fuel pins, of which 11 were diverted. 
Due to gamma-ray attenuation, it is more challenging to 
tomographically measure fuel types with large and dense 
pin configurations, where information obtained from cen-
tral fuel pins is scarce. Accordingly, BWR fuel poses the 
least challenging configuration and PWR poses the most 
challenging. Fuel BUs from 10 to 40 GWd/MTU were ana-
lysed in order to span typical values encountered in com-
mercial power industry.

Gamma-ray energies: The gamma-ray source terms will 
depend on the fuel parameters; short-cooled assemblies 
will contain short-lived as well as long-lived fission prod-
ucts and higher total activity, while the gamma-ray spec-
trum emitted from long-cooled assemblies (CT>30 years) 
will be dominated by 137Cs. All simulations covered a large 

number of gamma emitters and energies, but in the tomo-
graphic analyses only a few energy regions were selected 
(taking detector characteristics into consideration), corre-
sponding to specific gamma-emitting fission products. 
The gamma-ray energies under study in this work are pre-
sented in Table 4. For each gamma-ray energy, relevant 
stochastic noise levels corresponding to assay time, BU 
and CT, were included in the statistical analyses of each 
simulated fuel type. The noise levels were given by Pois-
son statistics, based on simulated absolute intensities.

Implementation 
Scenario

Cooling time 
(years)

Deployment 
constraints

Routine verification of old 
fuel being transferred to 
a geologic repository

40 Attended or 
unattended

Routine verification of fuel 
being transferred to dry 
storage

5 Attended or 
unattended

Random verification of 
in-pool inventory

1 Attended

Table 3: Description of GET implementation scenarios considered 
in this work. The hardware configurations studied were the exist-
ing PGET device and the notional UGETv1 design (see section 4), 
for both Verification Objective 1 and Objective 2.

 

Figure 7: Map of the simulated diverted pin locations (in red) in the three assembly types under study: five for BWR (left), six for VVER-440 
(middle) and 11 for PWR (right). In addition, VVER fuel by design includes one central water channel and PWR fuel includes 25 water 
channels (marked in grey). The fuel geometries are presented approximately, but not exactly, to scale.

Isotope Energy [MeV] Branching ratio [%] Half-life Relevant CT range

137Cs 0.662 85.1 30.1 y up to 100-150 y
134Cs 0.605 97.6

2.1 y up to 10 y0.796 85.5
154Eu 0.723 20.1

8.6 y up to 25–30 y

0.873 12.1

0.996 10.5

1.005 18.0

1.274 34.8
144Pr (144Ce) 2.186 0.7 285 d up to 5 y

Table 4: Characteristic fission products and associated gamma-ray emissions from spent fuel in the 0.4-2.5 MeV energy region. (Data 
from [23])
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In general, the higher gamma-ray energies in Table 4 facili-
tate tomographic assay, since their higher penetrability en-
ables more information to be obtained from the assem-
blies’ innermost sections. However, also the emission 
intensity is important. For 154Eu, the highest energy 
(1.274 MeV) is also the most intense and thus the most 
useful. One should note that for relatively long-cooled fuel 
(CT between 30 and about 100 years), only the long-lived, 
lower-energy gamma emitter 137Cs is abundant enough to 
be measured.

7.2 Simulation and benchmarking

The simulation toolkit described in section 3 was used to 
create tomographic data for sets of virtual fuel assemblies 
for the cases accounted for above. For all simulations, all 
gamma quanta interacting in the detector elements were 
analysed with respect to their energy deposition, and the 
number of events in selected energy ROIs were analysed. 
The settings used for simulating the PGET device are pre-
sented in Table 5. For the notional UGETv1 device, spec-
troscopic full-energy peak analysis including subtraction of 
background under the peaks was assumed, and the de-
tection of a set of individual emission lines in a small ener-
gy interval (few keV) about each peak was simulated.

ROI [keV] Comment
400-700 Used for analysis of 662 keV gamma from 137Cs

700-1100 Used for analysis of 154Eu (primarily lines at 723, 
873, 996, and 1005 keV)

1100+ Used for analysis of 1274 keV gamma from 154Eu

Table 5: The Regions-Of-Interest (ROI) used when simulating 
PGET data. In the simulations, the energy deposition in the detec-
tor elements were analysed, while counting the number of events 
falling within the ROIs.

Following the procedure described in section 3, “single-pin 
base sinograms” were weighted and added together to 
comply with isotopic contents due to selected pin-wise BU 
and CT. Accordingly, high statistical quality of these “base 
data” was critically important for reducing systematic ef-
fects in the large sets of derived virtual assemblies that 
were used to assess performance evaluation. A particular 
concern was the sampling of pin contributions from the in-
ner regions of the assembly, where gamma-ray self-shield-
ing and line-of-sight obstructions are severe, leading to 
few sinogram counts. However, the calculation scheme 
did not allow for statistical analyses of individual single-pin 
sinograms. Instead, an estimate of precision emanating 
from the “base data” was achieved using two separate, in-
dependent simulations, according to a procedure de-
scribed in [10]; In short, a “difficult case” (low gamma-ray 
energy from 137Cs in a large PWR fuel configuration) was 
selected, for which tomographic data was obtained by ag-
gregating “base data” respectively by performing an inde-
pendent, high-level-statistics simulation of a complete fuel 
assembly with corresponding pin-wise 137Cs contents. The 

two sets of data were used in identical reconstructions, 
and the differences in reconstructed pin-wise data were 
interpreted as imprecision emanating from the “base data”. 
It was found that fuel pins near the assembly periphery 
were reconstructed at almost identical values for the two 
data sets, whereas differences increased towards the as-
sembly centre, as expected. For all fuel pins the differenc-
es were within maximum ±3%, giving an indication of the 
precision of the base data and thus defining a limit of the 
achievable agreement of reconstructed pin-wise data to 
simulated source contents for this “difficult case”. One may 
note that implications of counting statistics, due to e.g. 
variations in detector count rate or measurement time, 
may be evaluated at a higher level of precision by investi-
gating the statistical spread obtained when adding such 
variations to the base data.

In order to ensure that the simulation-based conclusions 
drawn on PGET and UGETv1 performance for various fuel 
parameters and measurement times are correct, the Mon-
te Carlo simulations were verified and validated in multiple 
ways;

 – Gamma-ray source terms and detector response calcu-
lations (simulation steps 1 and 3 of Section 3) were evalu-
ated using experimental data from measurements per-
formed at the Clab interim storage facility for spent fuel in 
Sweden. This benchmark included relative peak intensi-
ties for a large number of gamma peaks as well as peak 
shape and level of Compton-scattered background;

 – The Monte Carlo-based gamma-ray transport (simula-
tion step 2 of Section 3) was evaluated using experimen-
tal tomographic data from the PLUTO device [5]. Both 
simulated gamma-ray projections as well as properties 
of reconstructed images were evaluated;

 – The MCNP model of the PGET device was evaluated us-
ing experimental PGET data;

 – A model of the PGET device was also developed in the 
alternative Monte Carlo simulation tool Geant4, and the 
Geant4 simulations were evaluated using experimental 
PGET data, and;

 – The MCNP model of the notional UGETv1 device was 
evaluated in inter-code simulation comparisons to an in-
dependent Geant4 model.

All evaluations were considered satisfactory, thus providing 
confidence in the comparisons made between expected 
instrument performance for the existing PGET and the no-
tional UGETv1 devices. Details on the evaluations can be 
found in ref. [10].

7.3  Results for Verification Objective 1: Independent 
pin counting

As accounted for in section 5.1, the approach for Verifica-
tion Objective 1 was to use tomographic data in different 
types of image reconstructions, and perform image 
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analysis on the reconstructed images to independently 
count the number of fuel pins. Two alternative analysis 
routes were taken:

 – Analysis Route 1: Basic analytic FBP image reconstruc-
tion, followed by basic image analysis (summing sets of pix-
el values said beforehand to represent each fuel pin). While 
not allowing for inclusion of spatial response or gamma-ray 
attenuation in the reconstruction, nor adaption to possible 
dislocation or torsion of the fuel in the image analysis, this 
route enabled automated analysis of large populations (up 
to 1,000) of simulated assemblies with varying BU distribu-
tions and stochastic noise. Consequently, this route ena-
bled ROC curve analyses, as described below.

 – Analysis Route 2: Algebraic image reconstruction and 
analysis, including modelling of the device’s spatial re-
sponse function and homogeneous gamma-ray attenua-
tion in the image reconstruction as well as more ad-
vanced image analysis tools to identify and quantify 
pin-shaped objects in the reconstructed image. This 
route was not automated and thus smaller populations 
of assemblies could be analysed (up to 10), excluding 
ROC curve analyses of the results.

Apart from demonstrating the methods’ capabilities to dis-
tinguish diverted fuel pins from pins present, one impor-
tant aspect of these studies was to compare the perfor-
mance of the PGET and UGETv1 devices.

Examples of quantified pin-wise 154Eu activities when ap-
plying the two alternative analyses routes on simulated 
UGETv1 data for short-cooled PWR fuel assemblies with 
missing pins, offering a challenging diversion scenario for 
the most challenging fuel type of the three under study, are 
presented in Figure 8. As seen in the figure, the FBP re-
construction (which does not take gamma-ray attenuation 
into account) calculates lower pin activities in the assembly 
interior than in its periphery, whereas a more leveled re-
sponse is given by the model-based algebraic reconstruc-
tion (which takes gamma-ray attenuation into account). In 
agreement with ref.  [19], model-based reconstruction 
seems to allow for better separation between fuel pins and 
missing pins and/or water channels. However, one should 
also note that the simulation for the latter does not include 
any pin-BU variation.

ROC curve formalism (see section 6) was used to com-
pare the expected performance of the existing PGET de-
vice with that of the notional UGETv1 device. For both de-
vices, perfect energy and efficiency calibration of detector 
elements was assumed in the simulations. The evaluations 
were based on automated FBP reconstruction and sum-
mation of pixel values (Analysis Route 1) for sets of 1,000 
virtual fuel assemblies with a BU variation for each pin se-
lected from a uniform distribution within ±20% of the nom-
inal value and stochastic noise corresponding to a 60-min-
ute assay for UGETv1 and a 10-min assay for PGET. The 

results for the three fuel types under study with fuel pa-
rameter sets {BU=20  GWd/MTU, CT=5  years} and 
{BU=10 GWd/MTU, CT=40 years} are presented in Fig-
ure 9. For the sets with CT=5 years, the 1274-keV radiation 
from 154Eu was analysed, while the 662-keV radiation from 
137Cs was used for the sets with CT=40 years.

The ROC curves in Figure 9 indicate that PGET offers 
more confident or similar capability of detecting missing 
pins as UGETv1. However, one should also note that no 
ROC analyses have been made for Analysis Route 2, 
which might offer different detection capability according 
to the results in Figure 8. The detection capability is further 
discussed in section 7.5.

 Radial distance from assembly centre (a.u.)

Pin number, ordered by ring, by radial distance from 
assembly centre (a.u.)

Figure 8: Pin-scores for pins present and pins missing, simulating 
the deployment of the UGETv1 device on sets of PWR assemblies 
(BU=40 GWd/MTU, CT=1 year) using the 1275 keV emission from 
154Eu. The upper figure results from simple FBP reconstruction 
and pixel summation on a set of 100 virtual assemblies with ±20% 
pin-wise BU variation. The lower figure results from model-based 
algebraic reconstruction and image analysis on a set of 10 virtual 
assemblies with no pin-wise BU variation. (Since the lower figure 
is the aggregate of 10 simulations, each of fuel with 253 pins pre-
sent, 11 pins missing and 25 water channels, it contains markers 
for in total 2783 pins present, 110 pins missing and 275 water 
channels.) Both data sets include stochastic noise.
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Figure 9: Predicted detection sensitivity of a single missing pin (i.e., bias defect) for perfectly-calibrated PGET and UGETv1 for BWR, 
VVER and PWR fuels, deploying simple FBP reconstruction and pixel summation. Left: Nominal BU of 20 GWd/MTU and 5 year CT with 
assay based on 154Eu. (BWR performance is even higher than VVER and therefore not shown.) Right: Nominal BU of 10 GWd/MTU and 
40-year CT with assay based on 137Cs.

7.4  Results for Verification Objective 2: Pin-wise fuel 
properties

Verification Objective 2 assumes availability of the fuel-ge-
ometry information needed to enable the detailed alge-
braic reconstruction methods described in section 5.2. 
Using these methods, pin-wise isotopic contents are re-
constructed (rather than images as in Verification Objec-
tive 1). The quality of the results, i.e. the precision of the 
calculated pin-wise isotopic contents, will depend on the 
fidelity of the algebraic system matrix. If spectroscopic 
full-energy peak analysis is applied, such as in the notion-
al UGETv1 design (see section 2.2), full fidelity may be 
provided by full-energy transport calculations (ray tracing). 
If the collected data comprises significant object-scat-
tered components, which may be the case for the PGET 
design, the calculations may require the inclusion of gam-
ma-ray scattering as well. However, the more detail that is 
included in the calculations, the longer the execution time, 
which may make the most detailed calculations, such as 
MCNP, prohibitively long.

The results from three types of analyses are presented 
below;

1. Pin-wise isotopic-content reconstructions using the 
ray-tracing toolkit TOMOPACK, applied to simulated 
data for the notional UGETv1 device design for PWR 
fuel assemblies;

2. Pin-wise isotopic-content reconstructions using the 
RADSAT toolbox, which includes calculations of 

gamma-ray scattering components, applied on simu-
lated data for the notional UGETv1 device design and 
the existing PGET device.

3. Estimation of pin-wise BU and CT, based on measured 
pin-wise isotopic contents.

For a complete description of all analyses performed, we 
refer to [10].

7.4.1 Ray-tracing-based reconstruction models

Simulations of UGETv1 assay of PWR fuel assemblies with 
11 fuel pins missing (see Figure 7) have been analysed us-
ing the TOMOPACK ray-tracing-based reconstruction 
toolkit. In the simulations, the assemblies contained uni-
form pin-wise isotopic contents, and sets of 10 virtual as-
semblies were analysed for each case under study. Re-
sults for a short-cooled (1 year), high-BU PWR assembly 
(40 GWd/MTU) with 11 fuel pins missing are presented in 
Figure 10. Reconstructed relative pin-by-pin isotopic con-
tents of 137Cs, 134Cs and 154Eu are presented in terms of the 
fractional error from the simulated values, ordered ring-by-
ring from the fuel assembly centre to the periphery. In the 
presented cases, the level of statistics in the analysed data 
sets corresponds to 40 minutes total assay time. Since 
a prerequisite for Verification Objective 2 was a priori 
known fuel geometry, activities are only reconstructed in 
fuel pins present and not in water channels or positions of 
missing pins.
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Pin number, ordered by ring, by radial distance from assembly centre

Figure 10: Results obtained in TOMOPACK reconstructions of simulated data for short-cooled, high-BU PWR 17x17 fuel assemblies in the 
suggested UGETv1 device design, presented as mean values of fractional error in reconstructed pin-by-pin isotopic contents obtained in 
analyses of 10 datasets, including error bars corresponding to ±1 σ confidence intervals. All pins were assigned equal isotopic contents in 
the simulations. The analyses were based on full-energy gamma peaks at 662 keV (137Cs), 796 keV (134Cs) and 1274 keV (154Eu).

Simulation settings:

 PWR17x17, BU 40 GWd/tU, CT: 1 y

 Total assay time: 40 mins

 10 assemblies, no pin-wise variation

 Narrow peak ROI, no scatter from other peaks

For all three isotopes in Figure 10, precision is high in pe-
ripheral fuel pins and up to about 10% (1 σ) in central fuel 
pins. Systematic deviations are generally smaller than 
a few %, except for the most central sections, where insuf-
ficient sampling of single-pin base sinograms may disturb 
the analysis (see section 3). The best and most stable re-
sults are obtained for 154Eu, which emits the highest gam-
ma-ray energy (1274 keV) and thus offers the highest es-
cape fraction from the assembly centre.

The TOMOPACK ray-tracing toolkit was also used for re-
constructing the pin-wise content of 137Cs based on sim-
ulations of long-cooled (40 years) low-BU (10 GWd/MTU) 
PWR fuel. In this “difficult” case (low source concentra-
tion, low gamma-ray energy, large-sized fuel), longer 
measurement times would be required to obtain good 
statistics, and approximately 2 hours total assay time 
would give similar results as presented in Figure 10 (top).
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Figure 11: Fractional error, relative to true values, for pin-by-pin 154Eu activity reconstruction with RADSAT-based system matrix using 
UGETv1 (top panel) and PGET (bottom panel). The 100-assembly population assumed VVER fuel with nominal BU of 20 GWd/MTU, 
5-year CT, and ±20% pin-wise BU variation. Tampered pins (blue), have a nominal activity half that of the pins present (green). Error 
bars represent 1 σ uncertainties, obtained based on the simulated fuel population.

7.4.2  Reconstruction models including scattered 
components

The RADSAT-based reconstruction approach offers 
a possible means to introduce scattering components 
when defining the system matrix, which may be valuable 
for the analyses of PGET data, in particular when broad 
energy windows are deployed so that object scatter con-
stitutes a significant portion of the sinogram signal. Here, 
RADSAT has been used to analyse simulated data for 
both the UGETv1 and the PGET device. Data sets from 
100 virtual VVER assemblies were studied, including 
±20% variation in pin BU and six tampered fuel pins with 
50% of the average BU value (replicating material diver-
sion at about mid-life of the fuel). Figures 11 and 12 show 
the results for pin-by-pin quantification of the 137Cs and 
154Eu concentrations in VVER fuel with two sets of fuel 
parameters; {BU=20  GWd/MTU, CT=5  years} and 
{BU=10 GWd/MTU, CT=40 years}. As described in sec-
tion 7.2, relatively broad ROI were used when simulating 
PGET data, while UGETv1 data were simulated assuming 

spectroscopic full-energy peak analysis with background 
subtraction.

As seen in Figure 11 (top) and Figure 12 (top), RADSAT cal-
culates activities in normal fuel pins within a few percent 
for all VVER fuels under study, when applied on simulated 
data for the UGETv1 device. Statistical uncertainty is 
smaller in the assembly periphery (as expected), but also 
in the inner sections precision is in the order of a few per-
cent. Some systematic deviations may be identified, but 
these are also on the few-percent level. Performance is 
good also for tampered fuel pins, although their content of 
154Eu is generally slightly overpredicted and the statistical 
uncertainty is higher than for normal fuel pins. Accordingly, 
one would expect these tampered fuel pins to be confi-
dently detected. In addition, a short-CT (1 year), high-BU 
(40 GWd/MTU) fuel was studied, giving similar results for 
154Eu assay using UGETv1 as presented in Figure 11 (top). 
(For this short-cooled fuel, only UGETv1 assessment was 
covered because PGET cannot manage the high count 
rates encountered for such fuel.)
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In the analyses of simulated data for the PGET device, 
there is a systematic overprediction of the activities in nor-
mal fuel pins, which increases towards the assembly cen-
tre. The tampered fuel pins are strongly overpredicted, es-
pecially for the 154Eu assessment in Figure 11 (bottom), 
which would complicate their detection. Alternative ways 
to improve this situation could be to (i) analysis-wise 

further enhance the modelling capabilities for scattering, or 
(ii) measurement-wise define energy windows such that 
scattering components in the data are minimized. While 
the latter alternative may be applicable to 137Cs data, the 
low full-energy detection efficiency at 1274 keV of the 
PGET detector elements may preclude such an approach 
for 154Eu data.

Figure 12: Fractional error, relative to true values, for pin-by-pin 137Cs activity reconstruction with RADSAT-based system matrix using 
UGETv1 (top panel) and PGET (bottom panel). The 100-assembly population assumed VVER fuel with nominal BU of 10 GWd/MTU, 40-
year CT and ±20% pin-wise BU variation. Tampered pins (blue), have a nominal activity half that of the pins present (green). Error bars 
represent 1 σ uncertainties, obtained based on the simulated fuel population.
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7.4.3. Pin-wise BU and CT determination

Gamma-ray spectroscopy is an established technique to 
characterize nuclear fuel, and several studies have been 
made to establish correlations between full-energy peak 
intensities of gamma rays from 137Cs, 134Cs and 154Eu, re-
corded in gamma-scanning measurements of nuclear fuel 
assemblies, to fuel parameters such as BU and CT [24]. In 
a similar manner, tomographically measured pin-wise ac-
tivities of these isotopes may be used to determine BU 
and CT on the single-pin level. These pin-wise fuel param-
eters may, in turn, be used to control the consistency of 
the population of fuel pins in an assembly or even to verify 
operator-declared data, if available on the single-pin level. 
However, such data are not typically provided to the IAEA 
today in spent fuel declarations.

As described in [10], the investigations performed in this 
work lead to the following conclusions;

 – For short-cooled fuels, analysis of the quotients of the 
tomographically measured pin-wise contents of 134Cs 
and 154Eu would offer the smallest statistical uncertainty 
in the determination of pin-wise BU and CT, using the 
methods in [24], when these isotopes are available (i.e. at 
CT<10 years).

 – At intermediate CT (10 to 30 years), the quotient of 154Eu 
and 137Cs can be used, with slightly larger statistical 
uncertainties.

 – At long CT (>30 years), only 137Cs will be available. How-
ever, 137Cs can still give a direct measure of the fuel BU, 
provided that all fuel pins have the same CT. Conse-
quently, the precisions demonstrated in e.g. Figure 10 
(top) or Figure 12 (top) give a direct measure of the 
achievable precisions in pin-wise BU determination.

Considering a 40-minute assay using the notional UGETv1 
device, the simulations and ray-tracing-based analyses in 
this work (see section 7.4.1) show that even for the inner-
most sections of PWR fuel assemblies with CT=1 year and 
BU=40 GWd/MTU, the pin-wise BU and CT may be deter-
mined with statistical uncertainties below 6% and 
0.4 years, respectively, based on the quotients of the pins’ 
134Cs and 154Eu contents. However, one should note that 
this represents the highest achievable precision, which re-
quires that systematic uncertainties are eliminated. For 
more information, we refer to [10].

7.5  Discussion on predicted UGETv1 and PGET 
performance

As seen in Figure 9, the evaluations on Verification Objec-
tive 1 indicate that PGET performance would exceed that 
of UGETv1 for most analysed cases. The reason is mainly 
the larger number of detector elements in PGET, which 
leads to more efficient data collection and thus to better 
counting statistics during a fixed measurement time. As-
suming an operationally tolerable false alarm rate of 

approximately 0.05 (1 false alarm per 20 assemblies), 
these findings indicate that Analysis Route 1 (FBP recon-
struction and summation of pixel values) would achieve 
a probability of detecting a single missing pin, at any loca-
tion in the assembly, that is greater than 0.80 for VVER 
and BWR fuels, with both devices, regardless of BU and 
CT. However, the evaluation also indicates that the single-
missing-pin performance for both devices would be low 
for PWR fuel (due to its large physical dimension and rela-
tively tight fuel-pin spacing). Referring to Figure 8, one 
should note that alternative analyses, such as Analysis 
Route 2 (algebraic reconstruction and advanced image 
analysis) may perform better, albeit efforts must be made 
to automate it for use in unattended mode.

As seen in Figure 11 and 12, the evaluations on Verification 
Objective 2 indicate superior performance of the UGETv1 
device as compared to PGET, contrary to Objective 1. The 
reason is the capability of UGETv1 to select full-energy 
gamma, which enables the analysis of isotope-specific 
data. However, one may expect that smaller energy win-
dows (for example 630-680 keV instead of 400-700 keV 
for 137Cs, which was simulated here), may help to reduce 
the systematic bias in the application of PGET to Objec-
tive 2. More investigations of object-scatter effects, as 
a function of energy-window width in PGET, are needed. 
For UGETv1, a potential to deduce pin-wise BU and CT in 
short-cooled PWR fuel with statistical uncertainties below 
6% for BU and below 0.4 years for CT, has been indicated 
even for central pins.

Finally, one should note that PGET is not operational at 
CTs down to 1 year due to count-rate saturation of the de-
tector elements in the high gamma flux from short-cooled 
fuel, while UGETv1 was designed to be operational also at 
short CTs. For Verification Objective 1, results obtained 
when applying Analysis Route  1 on UGETv1 data at 
CT=1 year shows that a probability >95% for detecting 
a single missing fuel pin would be achievable for all three 
fuel types under study, assuming a tolerable false alarm 
rate of 0.10. For more detailed information of these analy-
ses, we refer to [10].

8. Envisaged inspection procedure

The envisioned inspection procedure, identified and re-
fined as part of the JNT 1955 Phase I project can be out-
lined according to the following:

A.  Baseline inspection procedure, performed on-site, ei-
ther automatically in case of unattended use or by an 
inspector in the case of attended use:

1. Tomographic measurement

2. Online image reconstruction

3. Online image analysis

4. On-site initial integrity statement
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B. If undeclared removal/replacement is suspected:

5. Detailed pin-activity reconstruction based on current 
fuel type and position in device. (No additional meas-
urement required.)

The last step (B.5) reflects the functionality of Verification 
Objective 2, at least if operator-declared information is 
used for the detailed modelling. However, it may also be 
envisaged that geometric information is extracted directly 
from reconstructed images in step A.2, without any need 
for operator-declared data. Such a possible procedure 
(“Verification Objective 1.5”) is also discussed below.

9. Conclusions, discussion and outlook

According to this and previous studies, GET has the po-
tential to provide bias-defect sensitivity in most fuel verifi-
cation scenarios, a significant improvement over IAEA’s 
current partial-defect capabilities using a Fork-based sys-
tem or Digital Cerenkov Viewing Device. The IAEA also 
possesses a GET measuring device for attended use 
(PGET). This device was refurbished during 2016, intro-
ducing e.g. new detector elements and data-acquisition 
electronics in order to provide adequate efficiency and en-
ergy calibration; capabilities which did not meet expecta-
tions before refurbishment. The current study covers anal-
yses of expected PGET per formance, based on 
simulations for a variety of fuel types and fuel parameter 
sets, assuming high-fidelity calibration but based on the 
detailed design before refurbishment. Because only minor 
changes were made to the detector elements, the results 
are expected to be representative for the refurbished 
PGET. However, there may still be room for improvements 
in terms of e.g. optimisation of energy windows used for 
selecting the detected gamma rays to be analysed, which 
can be a subject for future studies.

In this study, a “Universal” GET design has been devel-
oped (“UGETv1”), which is capable of supporting the full 
range of fuel characteristics considered in this study, but 
that versatility comes at a price in terms of both assay time 
and instrument lifecycle cost. (For cost estimates, see [10].)

A set of tomographic reconstruction algorithms has been 
identified, described and used, which may find use in the 
application of GET for safeguards. For Verification Objec-
tive 1 (counting of fuel pins without any prior information 
on the fuel), image reconstruction algorithms have been 
presented, which are complemented by image-analysis 
methods to count the number of fuel pins present in the 
measured assembly. For Verification Objective 2 (determi-
nation of pin-wise fuel properties, making use of prior in-
formation on e.g. fuel geometry), algebraic methods have 
been suggested that include detailed modelling of the 
gamma-ray transport through the fuel configuration.

Among the outcomes of this work is the creation of a sim-
ulation and modelling framework, which provides end-to-
end capability to assess tomographer performance for nu-
clear fuel assay, and could be considered a new, standing 
capability for the international safeguards community, 
available on request. It is modularised to allow for studies 
of expected performance of various GET measurement 
device designs for a variety of fuel types, fuel properties 
and data analysis methods.

For Verification Objective 1, it was found that the PGET 
and UGETv1 devices exhibit, in general, comparable per-
formance despite their very different designs, but PGET 
achieves that sensitivity in shorter assay times. The higher 
collection efficiency of PGET elevates its performance over 
UGET for cases where the signal coming from interior pins 
is particularly weak (e.g., PWR assemblies), while UGET 
achieves high performance for the shortest-cooled fuels 
that cannot be measured by PGET. These comparative 
findings are based on an analytic FBP reconstruction; 
however, results may vary with other reconstruction meth-
ods. One may e.g. note that algebraic reconstruction in-
cluding modelling of the system’s intrinsic response func-
tion and uniform attenuation gave the most promising 
results in terms of separation between fuel pins and back-
ground, see e.g. Figure 8. Prior work has also indicated 
that image analysis and algebraic reconstruction methods 
offer the potential robustness to issues such as misalign-
ment of assemblies, bowing of individual fuel pins, non-
functioning detector elements, irregular measurement po-
sitions etc.

For Verification Objective 2, predicted performance for 
PGET was lower than for UGETv1, primarily because sig-
nificant object-scatter contributions in PGET’s wide energy 
windows perturb a relatively small full-energy peak signal. 
Smaller energy windows might offer improvements in Ob-
jective 2 performance for PGET, but more studies are 
needed to quantify this potential. It may also be envisaged 
that geometric information may be extracted from recon-
structed Objective 1-type images, to be used in Objec-
tive 2-type analyses without any need for operator-de-
clared data. The project team and stakeholders have 
discussed the potential for such a procedure (“Verification 
Objective 1.5”), but analysis of such an approach was be-
yond the scope of this study.

Finally, one may note that the performance metric used for 
Verification Objective 1 relates to bias defects, i.e. diver-
sion of single fuel pins. If the performance metric were de-
fined for higher defect levels (e.g. 5% or 10% of the pins in-
stead of the <0.5% bias defect at the event of 1 missing 
pin out of 264 pins in a PWR assembly) the ROC curves 
are expected to look considerably better also for PWR fu-
els. This is an area for future work.
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Abstract:

In the last years, the safeguards verification of spent fuel 
assemblies by NDA has received increased interest also 
due to upcoming programmes for the geological disposal. 
During safeguards inspections one aims at verifying the 
completeness and correctness of operator declared data. 
One should then be able to draw conclusions on the fuel 
integrity and diversion of pins, as well as checking the 
consistency of operator declarations on initial enrichment, 
fuel type, burnup and cooling time. The verification of 
spent fuel is also important for safety aspects related to 
the storage of spent fuel.

The experimental observables associated to NDA of spent 
fuel assemblies are often a  complex function of the 
characteristics of the fuel, its irradiation history and other 
variables related to the used measurement setup and 
devices; nowadays one often assumes that some of the 
variables are known to interpret the data and draw 
conclusions. To facilitate the interpretation of the data and 
draw more robust safeguards conclusions, an R&D effort is 
on-going at SCK•CEN and its results are given in this paper.

This work reports first about the efforts done at SCK•CEN 
on simulating detector response functions for different 
types of NDA instruments such as the Fork detector, the 
ForkBall detector and SINRD detectors. These responses 
are obtained from Monte Carlo model of the fuel and 
measurement setup. The spent fuel composition and 
radiation characteristics are taken from a  spent fuel 
reference library developed in recent years.

A database of detector responses corresponding to 8400 
cases with different fuel characteristics and irradiation pa-
rameters was then obtained. We explore the use of these 
simulated observables as input for data analysis algo-
rithms aimed at uniquely characterizing the spent fuel and 
drawing safeguards conclusions. More specifically, we fo-
cus on the application of artificial neural networks due to 
their ability to generalize non-linear relationships. As a first 
step, cooling times smaller than 100 years were selected 
from the database, and several network configurations 
and training schemes were investigated.

Keywords: Spent fuel verification; Simulated observables; 
Data mining; Artificial neural network

1. Introduction

Spent fuel assemblies (SFA) are subject to verification of 
safeguards authorities due to their residual fissile material 
content. A direct measurement of the residual fissile mass 
is not possible with available technologies [1,2,3] and can 
only be estimated. The workhorses used during the verifi-
cation of SFA are instruments such as the DCVD and the 
Fork detectors; these instruments allow to draw conclu-
sions on the absence of gross defect in the fuel assem-
blies and verify the consistency of the operator declaration 
about fuel characteristics (e.g. fuel type, initial enrichment) 
and irradiation history (e.g. burnup and cooling time).

Considering the large amount of spent fuel in interim stor-
age and the incipient opening of spent fuel repositories [4], 
there is an interest in developing NDA methodologies that 
could allow a more quantitative assessment of the spent 
fuel assembly before its disposal. This interest is also 
shared by the regulatory authorities and fuel management 
bodies to comply with requirements related to the safe fuel 
disposal; the implementation-oriented R&D activities on 
deep geological disposal of spent fuel and long-lived radi-
oactive waste has been emphasised in [5,6].

The traditional nuclear signatures of spent fuel in a Non-
Destructive Assay, i.e. passive neutron, gamma emission 
and Cherenkov glow, are mainly due to minor actinides 
(e.g. Cm isotopes) and fission products (e.g. Cs isotopes). 
Their associated observables (i.e. measured counts or 
light) do not provide a direct measure of the residual fissile 
mass and are a complex function of several variables, 
such as irradiation history parameters. At the moment, 
none of the available methods allow a unambiguous deter-
mination of all the variables. Therefore, one typically sup-
poses that one or more of such variables are actually 
known, so that the number of unknowns is reduced. An 
example of such case is the determination of the residual 
fissile content which can be estimated after the burnup of 
the fuel has been determined from the observables for ex-
ample with a calibration procedure [7].

New NDA methods are being studied and developed in 
the last decade[3,8]. In an ideal scenario each method 
could generate one or more observables where each 
would allow the unique determination of the quantities of 
interest. However, this does not seem to be the case [9]. 
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Figure 1: Overview of the methodology to generate simulated observables.

This situation therefore calls for a methodology to disen-
tangle the quantities of interest from the observables.

In this framework, we carried out R&D work first to simulate 
observables associated to NDA equipment such as the 
ForkBall detector and SINRD. This work is described in 
Section 2, where the methodology developed at SCK•CEN 
to simulate observables is explained. Then, in Section 3 we 
focus on the interpretation of the data and the extraction of 
the quantities of interest from the simulated observables; 
we describe an approach based in neutral network analy-
sis. The obtained results are presented and discussed; out-
look and recommendation for future work are given.

2. Detector response function simulations

2.1 Methodology

Due to the limited accessibility of spent fuel [10], the devel-
opment and optimization of measurements methods are 
carried out by means of numerical calculations, often 
based on Monte Carlo methods [11]. Studies with Monte 
Carlo methods are based on models including the geome-
try and composition of the measurements equipment, the 
measurement environment and the characteristics of the 
radiation source.

The determination of the spent fuel composition and the 
characteristics of the emitted radiation can be achieved by 
means of evolution and depletion codes such as Origen-
ARP [12,13,14] and ALEPH2 [15]. In the last years, 
SCK•CEN developed a spent fuel library (SFL) and investi-
gated the impact of different factors on spent fuel compo-
sition and emitted radiation. The characteristics of spent 
fuel depend on quantities such as fuel type, irradiation 

history and initial composition of the fuel. We focussed on 
17x17 PWR fuel elements and studied the change of the 
neutron emission by varying parameters such as initial ura-
nium enrichment (IE), average power level (AP), duration of 
the irradiation cycle (DIC) and cooling time between two 
complete irradiation cycles (CTIC), burnup (BU and cooling 
time (CT) after discharge [16,17]. The current version of the 
SFL contains information for Low Enriched Uranium (LEU) 
fuel with an initial enrichment between 2% and 5% and 
cases with Mixed Oxide (MOX) fuel with up to 10% of Pu. 
The data library does not contain information about fuel 
with burnable poison yet.

The spent fuel library consists of entries, each correspond-
ing to a specific irradiation case. In one entry the total neu-
tron emission, total gamma emission, and the correspond-
ing energy spectra are given. In addition, the abundances 
of 50 selected nuclides are present [10]. The data are gen-
erated in a format which is compatible with the one of an 
MCNP [18] input file.

The overview of the methodology developed for this study 
is presented in Figure 1. The used methodology relies on 
the development of an MCNP input file template of the 
measurement setup, including the fuel. The composition of 
the fuel and the description of the source term is then tak-
en from the library for the desired cases, substituted in the 
template and the simulation is run. More information on the 
specific tallies is given in the next section where the con-
sidered detection system and associated observables are 
described. The output file of the simulation is combined 
with the radionuclide abundancies and source term inten-
sity obtained from the SFL to generate the database with 
signatures of the different fuel assemblies.
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2.2 Considered detection systems

Two different types of equipment were considered. The 
first one is the so-called ForkBall detector [19]. This detec-
tor is designed for underwater measurements of SFA and 
includes features found in the Fork detector such as total 
neutron counts with fission chambers, total current ob-
tained with ionization chambers and gamma-ray spectra 
obtained with a Cadmium Zinc Telluride (CZT) detector. 
The fission and ionization chamber are installed into cavi-
ties inside a polyethylene cylindrical arms wrapped with 
Cd. A variant without Cd was also considered.

The second detection systems implements the Self-Interro-
gation neutron resonance densitometry (SINRD) technique 
by carrying out measurements in dry conditions; this sys-
tem features miniaturized fission chambers in the instru-
mentation channel of the SFA. The fission chambers are ei-
ther bare or wrapped by neutron absorbing foils of Cd or 
Gd; additional details on the technique can be found in [8].

2.2.1 ForkBall detector

Separate simulations were carried out for neutrons and 
photons. In the neutron simulations for each entry of the 
SFL we determined the detection efficiency and the net 
multiplication factor both for the configuration with and 
without Cd around the polyethylene arms of the detector. 
The detection efficiency was estimated by multiplying to F4 
tally by the (n,f) cross section of 235U and amount of fissile 
material in the fission chambers (FM treatment). The F4 tal-
ly is used to determine the neutron fluence per starting 
particle and the FM treatment allows to multiply this flu-
ence by quantities such as cross sections and attenuation 
coefficients that depend on the cross section. With this 
treatment it is possible to determine the number of fissions 
associated to a given flux and a given amount of 235U and 
it is therefore possible to estimate the detector response.

While the neutrons simulations are straightforward and do 
not require a variance reduction technique, the gamma 
simulations associated to the CZT detectors require an ad-
hoc procedure. Due to the presence of a shield and colli-
mator used in the ForkBall, standard MCNP simulations 
are highly inefficient. A special procedure, described in 
[20], was therefore developed. The procedure splits the 
photon transport into two simulations. In a first simulation 
for a photon of given energy, the probability to reach CZT 
crystal is determined. A second set of simulations is done 
to determine the intrinsic detector efficiency that is the 
probability that an incoming photon deposits all its energy 
in the CZT crystal. These two quantities are then multiplied 
to obtain the overall full-energy detection efficiency, that is 
the probability that a photon of a given energy emitted by 
the fuel results in a full-energy peak in the crystal.

In first approximation, the overall full-energy detection effi-
ciency does not depend on the fuel composition which still 

largely made up of Uranium and Oxygen. The obtained re-
sults are given in Fig.  2.

Figure 2: Normalised full-energy detection efficiency for the 
CZT detector in the Forkball detector.

The net peak count rate c due to a gamma ray of energy 
Eg emitted by the radionuclide i is then given by

c i E E M A P i Ei i, ,g g ge( ) = ( ) × × × ( )  (1)

Where

•	 ε(Eg ) is the overall full-energy detection efficiency

• Mi is the mass of the radionuclide in the SFA

• Ai is its specific activity

• P(i,Eg ) is the number of emitted gamma rays of energy Eg 
per decay

2.2.2 Self-Interrogation neutron resonance densitometry

For the SINRD technique the response of different types of 
fission chambers in the instrumentation channel of the SFA 
was simulated by multiplying the F4 tally by the (n,f) cross 
section of the active material and amount of fissile material 
in the fission chambers (FM treatment). The presence of 
shielding material was also accounted for by the FM treat-
ment. Table 1 gives the details of the modelled detectors; 
more details on the choice of detectors and filters thick-
ness are given in [8].

Active material Filter Energy cutoff
238U --- ---
235U --- ---
235U 1 mm Cd ~ 1 eV

239Pu 0.1 mm Gd ~ 0.1 eV
239Pu 1 mm Cd ~ 1 eV

Table 1: Active materials and filters for SINRD.

As indicated in [8], the chosen signatures are sensitive 
both to 239Pu and 235U in the fuel.

The so-called SINRD signature and FAST to Thermal ratio 
(FAST/TH) are given in table 2. These quantities are 
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3. Neural network analysis

3.1  The use of Artificial Neural Networks as function 
approximators

Artificial neural networks (ANN) denote a class of compu-
tational models that emulate the functioning of the biologi-
cal brain, by using a number of interconnected neural units 
(shortly, neurons or nodes). They have been widely used in 
machine learning and data mining, in particular owing to 
their capacity to work as universal function approximators, 
provided certain conditions are met by the network archi-
tecture [21].

An ANN can be described as a network in which each 
node i  processes the n  input units it is connected to 
through an transfer (or activation) function fi :

 y f w xi i ij j ij

n
= ⋅ −( )( )=∑ q

1
 (2)

where yi is the output of neuron i, xi is the j-th input to 
node i, wij is the weight of the connection between input j 
and node i, and q i is the threshold (or bias) of the node. 
While each neuron i can have its own transfer function in 
our implementation the same transfer function was used 
for all the neurons in a given layer.

Neural networks have a layer for input neurons, a layer for 
output neurons, and one or more inner layers of neurons, 

also called hidden layers. Leshno et al. [21] proved that 
a standard multilayer feedforward (i.e. without feedback 
loops) ANN with a locally bounded piecewise continuous 
and non-polynomial transfer function can approximate 
any continuous function with any degree of accuracy. 
Feedforward networks used for function approximation 
problems have one or more hidden layers of nodes with 
non-linear transfer functions (e.g. sigmoid) followed by an 
output layer of nodes with linear transfer functions. This 
multilayer architecture allows the network to learn nonlin-
ear relationships between input and output vectors.

Standard numerical optimisation algorithms can be used 
to optimise the network’s performance function, often 
taken as the mean square error between the network’s 
output and the network’s target (real or simulated values 
of the function to be approximated). Various, gradient 
based or Jacobian based, learning algorithms [22] can be 
applied to adjust the weights and the biases of an ANN in 
a direction that optimises the performance function of the 
network. The most simple is the gradient descent algo-
rithm, where the current vector z(k) of weights and biases 
is updated at each iteration k+1 based on the current gra-
dient gk and the learning rate a k, until the network 
converges:

 z(k + 1) = z(k) – ak ⋅ gk (3)

adimensional and are determined according to the proce-
dure outlined in [8].

2.3 Data processing and results

The MCNP calculations provide observables (tallies) that 
are usually expressed per simulated source particles. To 
express the observables in absolute terms one has to take 
into account the source strength associated to the 

considered spent fuel element. This information is retrieved 
from the SFL and the value of the observable is deter-
mined for the considered case. Overall a database of ob-
servables and spent fuel characteristics is generated. 
Within the database other calculated information on the 
spent fuel is also included such as the content of fissile 
material and the multiplication factor. An excerpt of the da-
tabase content is shown in Table 2.

Neutron Counts CZT
BU IE CT with Cd without Cd SINRD FAST/TH 134Cs1

137Cs 134Cs2
154Eu

GWd/tHM % y cps cps cps cps cps cps
5 2 5 1.0 1.2 0.026 0.009 22.2 425.2 38.4 3.2

10 2 5 6.3 6.9 0.031 0.010 88.3 847.3 153.2 12.9

15 2 5 31.3 34.4 0.037 0.009 187.3 1263.6 324.9 28.9

20 2 5 109.8 123.6 0.038 0.009 324.4 1677.7 562.7 51.2

25 2 5 284.2 317.0 0.041 0.009 485.4 2088.6 841.8 76.2

30 2 5 600.9 652.3 0.044 0.010 647.8 2490.3 1123.5 102.4

35 2 5 1088.2 1159.4 0.046 0.010 841.1 2893.2 1458.7 130.5

40 2 5 1711.4 1877.6 0.046 0.010 1041.0 3292.0 1805.4 157.4

45 2 5 2568.7 2793.7 0.047 0.010 1213.6 3679.9 2104.7 182.9

50 2 5 3559.5 3912.6 0.049 0.010 1420.1 4071.4 2462.8 208.8

55 2 5 4813.7 5240.8 0.049 0.010 1621.7 4459.6 2812.4 232.2

Table 2: Excerpt of the database. The signatures 134Cs1 and 134Cs2 denote the net peak areas at 605 keV and 796 keV respectively.
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The implemented ANN architecture is illustrated in Fig. 3. 
As observables, we considered total neutron counts for 
a Cd wrapped fission chamber and gamma rays spectros-
copy data from 137Cs, 134Cs and 154Eu. These data repre-
sent the variables in the input layer of the ANN. The BU, IE 
and CT represent the variables in the output layer of the 
ANN. While the BU and IE data were linearly spaced over 
their range, the CT data spanned several decades and 
had a  logarithmical spacing. The natural logarithm was 
then taken to ensure that the resulting variable is uniformly 
distributed over its range. Both the values in the input layer 
(observable) and the one in the output layer (quantity to be 
predicted) were scaled between –1 and +1 before being 
fed to the network optimization algorithm.

The algorithm was applied on a subset of the database 
described in section 2.3. We considered data with four-
teen burnup (BU) values (from 5 to 70 GWd/tU in steps of 5 
GWd/tU), initial enrichment (IE) of between 2.0% and 5.0% 
in steps of 0.5%, eleven values of cooling time (CT) from 1 
day to 100 years. A total of 1078 cases were considered.

For the neurons in the hidden layers we used hyperbolic 
tangent sigmoid transfer functions whereas for the transfer 
functions for the output neurons were linear. The quantity 

mean square error (mse) was used as target for minimisa-
tion. In the used mse each squared error contributes with 
the same importance as follows:

 mse
N

A Ak j calc k jk

N

j
= −( )

== ∑∑ , , ,

1
3

2

11

3
 (4)

Where Ak,j,calc is the value of the parameter as determined 
by the ANN in the output layer (Fig. 3), Ak,j is the nominal 
value of the parameter. The index j runs over the IE, BU 
and CT output while k runs over the part of the database 
used for training. The calculation of the mse is done before 
the final scaling.

In the future we will define the performance in such a way 
that the percentage deviation enters in the definition of the 
quantity to be minimized rather than the absolute devia-
tion. Note that the absolute variation in the logarithm of CT 
results already in a relative deviation on the CT.

The database of simulated observables and spent fuel 
characteristics is divided in two sets, corresponding to 
training and validation. The data in the validation set are 
used to stop training if the network performance on these 
data fails to improve or remains the same for a predefined 
number of iterations. The Levenberg-Marquardt algorithm 

One of the fastest training algorithms for neural networks is 
the Levenberg-Marquardt optimization method [23], which 
was used for our application.

3.2 Spent fuel characterisation based on Artificial 
Neural Networks

In this work, we employ ANN’s to explore the use of detec-
tor response values to characterize spent fuel in terms of 

initial uranium enrichment, burnup and cooling time. Simu-
lated data are used with different ANN architectures and 
learning algorithms. The MATLAB R2016b Neural Network 
Toolbox [24] was used for all data processing and 
analysis.

Figure 3: Artificial neural networks architecture implemented in this work.
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was used for training the network. The neural networks 
tested used up to three hidden layers.

3.3 Results

First we studied the impact of the number of neurons on 
the performance, assuming that all data set was used to 
train the network. The performance was then calculated 

on the whole database of N=1078 cases. We considered 
from 2 to 20 neurons per hidden layer, while the number of 
hidden layers went from one to three. The obtained results 
indicate that the performance increases in general with the 
number of neurons per layer and with the number of hid-
den layers. However, the improvement is marginal above 
15 neurons, as shown in Fig. 4.

 

Figure 4: mse for ANN with one, two and three hidden layers as a function of the number of neurons. The mse in the right figure is limited 
to a maximum value of 0.01.

Figure 5: mse for ANN with two hidden layers as a function of the training set size. For both hidden layers the number of neurons was set 
to 15.
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Figure 6: Deviations in the predicted values of BU, IE and CT for the considered cases. The results refer to an ANN with 3 hidden layers 
and 20 neurons per layer. The training set size was 50%. See the text for explanation.
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In addition, we carried out calculations by changing the 
fraction of data used for training from 10% to 100% in step 
of 10%. The number of neurons was 5, 10, 15 and 20 and 
we considered up to three hidden layers; both the perfor-
mance on the training and the validation set were comput-
ed. The assignment of individual data to the training or val-
idation set was done randomly by MATLAB.

In general, we found that the value of the performance 
changes if the calculation is repeated; this is due to the 
fact that in the current implementation the initial values of 
the weights and biases of the ANN are randomly assigned 
[25] and this is affecting the results. For each network con-
figuration the calculations were repeated 20 times and the 
average performance was calculated with its standard de-
viation. For the case in which 100% of the data are used 
for training, we observed a standard deviation in the mse 
between 12 % and 25%. By reducing the share of the 
training set, the standard deviations are higher; this is due 
to the fact that choice of the data used for training is ran-
dom and changes every time; consequently, the value of 
the performance is affected. In addition, it was found that 
also the share of the training and validation data sets is not 
a fixed number but fluctuates around its nominal values. 
The resulting spread on the performance should be kept in 
mind when comparing different performance values.

The performance on the training set was in general better 
than the performance on the validation set. The difference 
between them was increasing by reducing the size of the 
training set, as shown in Fig. 5., and by increasing the 
number of neurons in the last hidden layer.

As expected the performance improves with the size of the 
training set and there is a clear difference between the 
performance obtained with 90% and 100% training; how-
ever, the improvement is marginal in the range 50% to 
90%.

While it is of interest to identify which parameters affect the 
performance, it is also important to understand how per-
formance values translate into deviation between calculat-
ed values and “real” values of BU, IE and CT. In Fig. 6, the 
% deviation on the value of BU, CT and IE are shown for 
the ANN with 3 hidden layers and 20 neurons per hidden 
layer with 50% training. In the plots on the left, the devia-
tions are shown as a function of BU (X-axis) and IE and CT 
(Y-axis). The Y-axis is an identification number ID that is 
given by the formula 7xIDCT+IDIE, where IDCT and IDIE range 
from 1 to 11 and 1 to 7 respectively and uniquely identify 
the case of CT and IE to which they refer. For the plots on 
the right the deviations are given as a function of an arbi-
trary case identified number (ID) that is used for a more 
straightforward representation; for each variable (BU, CT, 
IE) the ID is chosen such that the corresponding declared 
variable is monotonically increasing.

The results indicate that if 20 neurons and 50% of the data 
are used for training the ANN is capable of reproducing 
the value of BU within 3% for 85% of the cases, the value 
of IE within 2% for 80% of the cases and the value of CT 
within 10% for 58% of the cases.

In a more ideal case, where 100% of the data are used for 
training, the ANN is capable of reproducing the value of 
BU within 3% for 96% of the cases, the value of IE within 
2% for 98% of the cases and the value of CT within 10% 
for 87% of the cases.

The reason why we obtain larger deviation on the CT when 
compared to BU and IE is not clear. The larger deviations 
at low value of CT can be related to the choice of observa-
bles which are less sensitive to CT smaller than 1 y.

4. Conclusions and outlook

In this work we first reported about a methodology devel-
oped to simulate detector response functions for different 
types of NDA instruments. A database of detector re-
sponses for 8400 cases with different fuel characteristics 
and irradiation parameters was then obtained. The use of 
the simulated observables as input for data analysis algo-
rithms aims at uniquely characterizing the spent fuel and 
drawing safeguards conclusions. We explored the applica-
tion of artificial neural networks due to their ability to gen-
eralize non-linear relationships on a subset of data corre-
sponding to cooling times smaller than 100 years.

We studied the network performances in terms of mean 
square error as a function of the number of hidden layers, 
number of neurons in each hidden layer and share of the 
training data set. We could conclude that, within the range 
considered, the performances increase with the number of 
neurons, number of hidden layers and share of the training 
data set. The results show that, when all the data set is 
used for training, the ANN is able to reproduce the BU and 
IE within a few percent for most of the analysed cases, 
whereas the resulting CT has a larger deviation especially 
for values lower than 1y. The performance is significantly 
worse when a fraction lower than 50 % of the data set is 
used for training the ANN.

Future research will focus on improving the performance 
of the network with respect to the CT and further testing 
of the optimal network configuration. In particular, the 
performance of the network when selecting CT larger 
than 1 y or 10 y will be investigated. The possibility to se-
lectively use data for training rather than randomly 
choose the data will also be considered. We will investi-
gate the impact of the initial weight values. We will also 
try to identify which additional observables (for instance 
the SINRD signature) would result in an improvement of 
the performance. The impact of the range values of burn-
up, in i t ia l  enr ichment and cool ing t ime on the 
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performance will also be studied. The use of different 
performance functions will also be considered.

5. Legal matters

5.1  Privacy regulations and protection of personal data

“I agree that ESARDA may print my name/contact data/
photograph/article in the ESARDA Bulletin/Symposium 
proceedings or any other ESARDA publications and when 
necessary for any other purposes connected with ESAR-
DA activities.”

5.2 Copyright

The authors agree that submission of an article automati-
cally authorises ESARDA to publish the work/article in 
whole or in part in all ESARDA publications – the bulletin, 
meeting proceedings, and on the website.

The authors declare that their work/article is original and 
not a violation or infringement of any existing copyright.
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Abstract:

This paper describes the current issues related to sealing 
devices in the German on-site spent fuel dry storage 
facil ities (SFSFs) related to the Germany’s energy 
transition. Accordingly, there is a  need of future 
investigations for improving techniques in order to achieve 
better radiation protection and occupational safety during 
safeguards verification of spent fuel casks stored in SFSFs.

In the context of phasing out nuclear energy production, 
the eight still operating reactors will be successively 
disconnected from the power grid by the end of 2022 at 
the latest. The nuclear material of all power reactors has 
to be removed prior to decommissioning of the reactor 
building. The defueling of reactors increases the handling 
operations at these sites especially by the temporary 
higher number of cask loadings. Accordingly, the number 
of transfers of these loaded casks (dual purpose: 
transport and storage casks) from the reactor to the 
SFSF will further increase as well. By end of 2027, it is 
foreseen that all spent fuel assemblies will have been 
loaded into casks. After their transfer to SFSFs, the 
SFSFs will have a static inventory of more than 1,000 
casks, because no receipts or shipments are expected 
following the final reactor shut down. The spent fuel 
packed in casks will be stored in interim dry storages for 
several decades until a  repository for heat generating 
high level waste is available. The casks may be difficult to 
be accessed; especially the seals attached at the 
protection plate on top of the approx. 6 meter high casks. 
A seal verification that involves the replacement of the 
seal will require more time and will lead to a  higher 
radiation dose for both inspector and storage staff than 
easier in-situ verification or seal verification by Remote 
Data Transmission (RDT). Given this situation optimization 
of safeguards concepts and sealing systems devices 
applied is needed. Solutions are required to ease the 
verification of the casks and to minimize the exposure of 
the inspectors and storage staff.

Keywords: spent fuel management, spent fuel storage fa-
cilities, sealing systems

1. Introduction

Following the nuclear accident at Fukushima in March 
2011, the German Government decided to immediately 
shut down eight of the 17 operating nuclear power plants 
(NPPs) and to completely phase out the use of nuclear en-
ergy for electricity production. The decisions have a signif-
icant impact on spent fuel management in Germany. After 
shut-down of another reactor in 2015, the eight remaining 
NPPs will be successively taken from the power grid by 
the end of 2022 at the latest. On 23 July 2013, The Ger-
man Federal government entered an Act into force on the 
site selection process for a deep geological repository for 
high level radioactive waste, including spent fuel assem-
blies and vitrified waste [1]. This act does not specify 
a specific host rock type but it determines a selection of 
a final repository site until 2031. The repository site selec-
tion procedure should be transparent and science-based. 
Potentially suitable areas should be narrowed down, step 
by step, on the basis of scientific criteria for the best possi-
ble safety for a period of one million years. Furthermore, 
the selection procedure includes public participation. 
A commission was set up to prepare the site selection 
procedure and in July 2016, the commission submitted 
a final report including their recommendations for the Ger-
man Federal Parliament (Bundestag). [2] The recommen-
dations of the commissions were included in the Act on 
the further development of the site selection act, which en-
tered into force on 16 May 2017 [3].

The site selection will be followed by the licensing proce-
dure for the construction, operation and decommissioning 
of the repository. The decision of phasing out the produc-
tion of nuclear energy provides some safeguards challeng-
es in Germany. The defueling of reactors has a major im-
pact on the time schedules and frequency of spent fuel 
handling operations in reactors, storage facilities and their 
associated safeguards activities. Due to the defueling of 
the reactors the amount of cask transfers dramatically in-
creases. Therefore the need for long-term reliable unat-
tended Safeguards (SG) measures must be put in place to 
preserve the Continuity of Knowledge (CoK).

This paper describes the current issues related to sealing 
devices in the German on-site dry spent fuel storage facili-
ties. The Research Centre Jülich set up a project on this 



40

ESARDA BULLETIN, No. 55, December 2017

issue. The next step in this project is to investigate options 
for improving techniques in order to minimize the radiation 
exposure of the inspectors and storage staff as well as oc-
cupational safety for verification of spent fuel casks stored 
in SFSFs.

2. Spent Fuel Storage Facilities in Germany
Due to the defueling of reactors, the number of transfers of 
loaded casks (dual purpose: transport and storage casks) 
from the reactor to the SFSF are increasing. Accordingly 
the spent fuel cask inspections for safeguards are also 
rising.

By the end of 2027, all spent fuel assemblies are foreseen 
to be loaded into dual purpose casks. Once the transfer of 
all loaded casks to the SFSFs is complete, the SFSFs will 
have a static inventory of more than 1,000 casks because 
no receipts or shipments are expected following the final 
reactor shut down. Germany’s former plan to store spent 
fuel in central dry storage facilities at Ahaus and Gorleben 
had to be abandoned due to the prohibition of spent fuel 
transports on public traffic routes. In this context, 12 new 
decentralized on-site interim dry storage facilities were 
constructed and licensed for the storage of spent fuel as-
semblies. The assemblies are loaded in dual purpose 
casks for transport and storage – CASTOR® V-casks.

Figure 1: Design of CASTOR Type V19 and V/52 (Copyright: GNS)

The licensed storage period of all German SFSFs is limited 
to 40 years beginning with the emplacement of the first 
spent fuel containing cask in the storage building. The li-
censed mass of heavy metal (HM) in the on-site dry SFSF 
varies between 450 Mg and 2,250 Mg and amounts to 
3960 Mg (Ahaus) and 3800 Mg (Gorleben). The storage 
capacities of the on-site dry SFSFs range between 80 and 
192 CASTOR® V-casks [7].

The construction of the 12 on-site dry SFSFs is based on 
three different concepts (acronyms will be detailed later): 
the STEAG, the WTI and the tunnel concept. They were 
constructed as storage halls from steel concrete (at the 
Neckarwestheim site in the form of storage tunnels). The 

STEAG concept has been applied at six North German 
sites at Brokdorf, Krümmel, Brunsbüttel, Grohnde, Lingen 
and Unterweser. The WTI concept has been applied at the 
five sites at Biblis, Philippsburg, Grafenrheinfeld, Isar and 
Gundremmingen located in the southern part of Germany. 
The tunnel concept at Neckarwestheim was developed as 
a special solution due to site-specific conditions [4].

In addition to the two central SFSFs and the twelve on-site 
dry storage facilities, two local interim dry storage facilities 
at Greifswald (ZLN) and Jülich are operated in Germany [4].

STEAG Design:

The design characteristics of the STEAG concept (designed 
by the company STEAG encotec GmbH) include a one-
nave building with thick concrete structures (Figure 1). The 
wall thickness is about 1.2 m and the roof thickness is 
about 1.3 m. The distance between each cask is approxi-
mately 55 cm [4].

Figure 2: SFSF built as STEAG Concept [4]

WTI Design:

The WTI concept (designed by the company of consulting 
engineers Wissenschaftlich-Technische Ingenieurberatung 
GmbH) is a two-nave building with two separate storage 
halls; the wall thickness is around 0.85 m, respectively, 
and the roof thickness about 55 cm (Figure 2). The dis-
tance between each cask is approximately 50 cm [4].

Figure 3: SFSF built as WTI Concept [4]
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Tunnel Design:

The tunnel storage was designed to the specific on site 
geological conditions. The facility consists of an entrance 
building, which is arranged aboveground, two tunnel tubes 
running parallel in east-western direction, which are con-
nected at their ends by a tunnel, and an exhaust air sys-
tem and an escape construction (Figure 3). The distance 
between each cask is approximately 44 cm [4].

Figure 4: SFSF built as tunnel concept [4]

The dense packing of casks can be seen on the three 
layouts of the SFSFs. Due to this arrangement; casks 
cannot be moved between other casks. Movements of 
CASTOR® casks over other casks of this type with 
a height of approx. 6 m is technically not possible due to 
the maximum lif ting height of the crane, which is 9 
m from the ground. If a cask has to be transferred into 
the maintenance room (located inside the entrance area), 
all casks in the rows in front of this cask have to be trans-
ferred individually to a buffer area first in order to allow 
the movement of the selected cask.

3.  Safeguards Implementation in German 
Spent Fuel Storage Facilities

The IAEA has drawn the ‘broader conclusion’ for Germa-
ny in March 2009 for the first time. The implementation of 
integrated safeguards started with in 2010. This was also 
the starting point for implementing integrated safeguards 
in the German SFSFs. Since the IAEA concluded on the 
absence of undeclared nuclear material and activities in 
Germany, the safeguards objectives changed. The re-
quirements to timeliness for spent fuel verification and 
detection probability were lowered; the quarterly routine 
inspections were replaced by randomly performed in-
spections with a short notice of 24 h and a probability of 
occurrence of 20 percent in a given facility. The inspec-
tion-interval for physical inventory verification (PIV) contin-
ues to take place annually.

3.1 C/S of long term static dry storage casks

Regarding the long-term storage of spent fuel in SFSFs, 
any safeguards inspection plan for the dry interim storage 
should be ruled by two main aspects. First, CoK of the nu-
clear material flow by Containment & Surveillance (C/S) 
measures from the reactor to the storage facility and dur-
ing the storage period should be maintained. Second, ver-
ifying the nuclear inventory of the casks by counting and 
identification should involve an evaluation of the C/S sys-
tem and, as a back-up, non-destructive-analysis (NDA) 
measures on the CASTOR®-casks as appropriate in the 
hypothetical worst case, where all safeguards measures, 
seals and surveillance fail [5, 8]. In order to avoid this worst 
case, different sealing systems are applied for cask sealing 
in combination with camera surveillance.

For states under integrated safeguards, such as Germany, 
the IAEA requires maintaining CoK during transport of 
CASTOR® V-casks to their storage position and during 
their long term storage. Due to the inaccessibility of the 
nuclear material during interim dry storage, casks loaded 
with spent fuel should be under dual containment and sur-
veillance (C/S). In order to meet this requirement, two inde-
pendent sealing systems using different physical principles 
are applied by IAEA and EURATOM during long-term stor-
age, mostly supplemented by surveillance. Three different 
types of sealing systems (see Table 1) are currently used at 
German SFSFs.

Code Equipment 
name

Description/ 
Application

CAPS Cap seal 
(metallic)

Passive seal, cable not monitored. 
After removal the verification of 
seals is only possible at IAEA or 
EURATOM Headquarters. 

COBRA Fibre optic 
general 
purpose seal 

Passive seal, Multi Fibre optic seal; 
reflective particles in corporated in 
the seal body provide unique 
identifier; in situ verifiable

EOSS Electronic 
Optical 
Sealing 
System

Active seal. Reusable seal 
consisting of a fibre optic loop 
and electronical seal. Light pulses 
monitor the loop, and every 
opening and closing of the seal is 
stored in the seal. A dedicated 
reader is used to verify the seal. 

Table 1: Sealing Systems used in German SFSF [6]

3.2  C/S without inspector following loading of Castor 
casks 

The loading and transfer of CASTOR® V-casks is not al-
ways as straight forward as desirable due to the drying 
process necessary before closing the cask and the seal 
can be applied. The residual moisture in the cask has to 
meet special criteria and the time needed to reach these 
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Figure 6 shows the bolts, where the sealing wires are 
threaded. Two bolts each are used for the COBRA and the 
EOSS fiber-optic cables.

Figure 6: Threading the EOSS fiber-optic cable. Two additional 
bolts are used for COBRA sealing [9]

This procedure is recorded by installed safeguards video 
surveillance. The EOSS seal interface guides the operator 
through the sealing procedure and confirms its successful 
termination as a storable message. [7]. Casks that were 
sealed by the operator in the reactor and transported to 
the storage facility are there verified after finishing the load-
ing campaign by the two inspectorates of EURATOM and 
IAEA; at the same time the EOSS seals are replaced by 
metal seals and/or COBRA seals. Some SFSFs use CO-
BRA seals as group seals. In one SFSF individual 
CASTOR®-casks are sealed by COBRA seals and addi-
tionally groups of those casks are connected by a single 
EOSS seal as a group seal.

4. Discussion and Outlook

The verification of sealing systems currently used at Ger-
man SFSFs is a very arduous and time consuming task 
due to the spatially limited storage configuration.

The obligation to replace a metal seal and a COBRA seal 
in regular intervals is difficult to fulfill in view of the small 
distance between casks, which excludes the possibility 
to transfer a cask between other casks into the mainte-
nance room and requires the application of special 
climbing aids instead of elevating work platforms en-
abling a seal exchange at a height of approx. 6 m. Seal 
verification or seal renewing that involve the replacement 
of the seal on the top of the casks lead to a higher radia-
tion dose for both inspector and storage staff than the 
easier in-situ verification or seal verification by RDT. 
Work safety rules do not allow unsecured movements 
between casks and thus enforce time consuming posi-
tioning of persons for each cask separately. Near the 
casks the radiation level is higher than elsewhere. The 
principle guideline for radiation protection „As Low As 
Reasonably Achievable“ (ALARA principle) calls for a re-
duction in the duration of stay in this environment as far 
as possible. Efforts should be made to minimize the 
dose rate for inspectorate and staff in this area for exam-
ple by using RDT systems. According to the document 
of IAEA and EURATOM “Partnership Approach under In-
tegrated Safeguards for Spent Fuel Storage Facilities” re-
mote monitoring in SFSFs should be used to the extent 
possible in order to increase the effectiveness and effi-
ciency of Safeguards implementation.

criteria is difficult to predict. Practical experience shows 
a range from 10 to 200 hours. To avoid inspectors having 
to remain on-site or on-call while the cask is drying, the 
IAEA and EURATOM proposed an approach to delegate 
the task of applying the seals to the operator when the 

inspectors are not present. After the spent fuel has been 
loaded into the cask the operator seals the cask by using 
the COBRA seal, the electronic seal EOSS and the EOSS 
seal interface. The equipment needed for the sealing pro-
cedure is shown in figure 6.

   

Figure 5: Equipment needed by the operator for applying the COBRA and the EOSS seal [9]
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Given this situation, there is an urgent need to optimize 
the safeguards concept and to tailor the sealing devices 
to the specific conditions of an interim SFSF in a static 
operation. Solutions are required to ease the verification 
of the casks and to minimize the exposure of the inspec-
tors and storage staff. This is the main goal of our current 
investigations. It requires reviewing suitable current and 
future sealing systems as well as complementary avail-
able technologies, such as laser based systems or neu-
tron monitors, and evaluate pros and cons of their appli-
cation to safeguarding spent fuel storage casks in the 
German SFSFs. This will be carried out in the next steps 
of this project.
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Abstract:

Most of the safeguards assay for quant i tat ive 
characterization of SNM (mass, multiplication, random 
neutron contribution) are based on neutron measurements 
and rely exclusively on the counting information from very 
efficient, but slow He-3 proportional tubes. The response 
of neutron detection systems is inevitably affected by Dead 
Time (DT) losses that are generally caused by very 
complex and convoluted processes, which are difficult to 
take into account for corrections (for example, the DT 
losses for bipolar shapers differ from those of unipolar 
shapers). Therefore an empirical approach for calculating 
the DT losses assuming exponential (paralyzing ) DT using 
measurements with two Cf-252 sources with known 
activities was established as current practice for many 
safeguards neutron counting systems. The availability of 
a  very wide range of such Cf-252 calibration sources 
becomes the limiting factor for extending the deadtime 
correction calibration over a sufficient dynamic range to 
reach the conditions of real measured material.

In this paper we present a novel self-calibrating method for 
the determination and correction of deadtime losses that 
uses directly the neutron signal from real measured 
material. The count rate from the material is measured with 
two configurations of the preamplifiers: a  standard 
conf igurat ion of  the preampl i f ie rs  and tubes, 
corresponding to a nominal (100%) load per preamplifier 
and a second “deadtime measurement” configuration, 
where every two neighbouring clusters of He-3 tubes are 
connected together to a single preamplifier, corresponding 
to 200% load per preamplifier. A proof of principle DT 
calibration measurement over a  wide dynamic range 
exceeding 106 reactions/sec using a  14 MeV neutron 
generator, demonstrated experimentally the viability of this 
method. The method produces the DT correction factor at 
every measured counting rate. The results show the very 
important observation that the correction factor does not 
fit with either fully paralyzing or fully non-paralyzing dead 
time models. Using either model could lead to substantial 
deadtime correction errors.

Explanation of DT behaviour and implementation aspects 
of this method in typical safeguards neutron systems 

(already in use or to be built) such as differential dieaway, 
coincidence and multiplicity counting will be discussed.

Keywords: neutron counting losses; dead time models; 
dead time correction; self-calibration; KM200

1. Introduction

The analytical measurements using pulse mode radiation 
detection systems rely on proportionality between incident 
and recorded radiation events. That proportionality is limit-
ed by the inevitable counting losses due to: a) random 
time distribution and intensity of the incident radiation 
events and b) the minimum response time of the detection 
system to process and record two separate detection 
events, called Dead Time (DT). The DT in a typical gamma 
spectroscopy measurement system has two components: 
a) one from the duration of shaped pulses resulting from 
convolution between the detector current pulse I(t) and 
time response (weighting function W(t) ) of the selected 
pulse processing electronics and b) electronics time to de-
tect the pulses above the event threshold, measure (typi-
cally the ADC measurement time) and record the ampli-
tude of the pulse. Because the emphasis of gamma 
spectroscopy instrumentation is on preserving the energy 
information, unipolar shaping with time constant much 
longer than detector current pulse is used for better noise 
and ballistic deficit suppression. In order to correct these 
losses two DT loss models are conventionally applied: a) 
paralyzing DT model Nmeas=Nin*exp(-Nin*td), where td is 
a deadtime constant used to correct the losses due to 
pile-up of superimposed unipolar pulses that prevents 
a new event being detected and recorded before the pile-
up pulse goes below the event discriminator threshold and 
b) non-paralyzing DT model Nmeas =Nin/(1+Nin*td) used to 
correct the time for a pulse amplitude measurement pro-
cess that is triggered by the event discriminator signal. 
These two models have similar behaviour at incident rate 
where DT losses are relatively low (Nin* td << 1) but very dif-
ferent behaviour at elevated rates and high DT losses [1, 2]. 
The uniform pulse shape due to time constants longer 
than the detector pulse and low busy time amplitude de-
pendence due to very low event detection threshold (set 
just above the noise) provide a good match with constant 
extension of the DT of the paralyzing model. Therefore the 
paralyzing DT model combined with very effective pile-up 
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Fig. 1a:  Normalized charge pulses (left) and corresponding current pulses. The fluctuation of charge collection time (left) result in very 
wide amplitude and duration of the current pulses (right)

Fig.1b Charge pulses (top) of N2 gas fill He3 tube and corresponding bipolar output pulses from KM200-SLOW shaper [4] 

rejection became an industry standard for correction of DT 
losses in gamma spectroscopy.

On the contrary, the emphasis in neutron counting sys-
tems is to preserve the counting information from the 3He 
detector despite the long (microseconds) and very fluctu-
ating shape of the current pulse (see Fig 1a). Therefore 

with almost no exceptions the signal processing of existing 
electronics (Amptek-11, PDT, KM200) is based on bipolar 
shaping with time constant much shorter than the duration 
of the detector current pulse in order to reduce the dead 
time [3] as it is shown on Fig 1b.

The fluctuation of differentiated current pulses causes arti-
ficial parasitic triggering (the so called double pulsing ef-
fect). This effect is the main factor governing the selection 
of time constant as a trade-off between dead time and 
minimal amount of artificial pulses. We would like to stress 
that the average value of a bipolar pulse is zero (the areas 
of positive and negative lobes are equal). This leads to 
substantial differences in high count rate behaviour be-
tween unipolar and bipolar shapers:

• The pulse pile-up spectrum in a unipolar shaper is su-
perimposed on the right (higher energy) versus the origi-
nal spectrum while the pile up in the spectrum from 

a bipolar shaper is superimposed in both directions ver-
sus the original non-pileup spectrum.

• The pile-up of unipolar pulses causes updating dead 
time and is described very well with the exponential de-
pendence of the paralyzing DT model (zero output at 
Nin* td >> 1). Because the bipolar pulse has zero av-
erage value, the average value of superimposed bi-
polar pulses will be zero regardless of the input 
counting rate. The intuitive implication is that the para-
lyzing DT model would not describe well the DT behavior 
of a bipolar shaper at elevated DT.
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2.  Description of the neutron detection system 
of the PUNITA facility and experimental setup

As described in the previous section, the DT losses in neu-
tron counting systems are very complex and convoluted 
processes, which are difficult to take into account for cor-
rections. Therefore an empirical approach for calculating 
the DT losses assuming exponential (paralyzing) DT using 
measurements with two 252Cf sources with known activi-
ties was established as current practice for many safe-
guards neutron counting systems [5].

The following equations are used to calculate the dead 
time corrected singles (SC) and doubles (DC) rates:

 S S eC M

SM

=
d
4  (1)

 D D eC M
SM= d  (2)

where SC and DC are the true singles and doubles rates, SM 
and DM are the measured singles and doubles rates, re-
spectively, and d is the total deadtime coefficient given by:

 d m= + ⋅ ⋅( )−A B S sM 10 6   (3)

where A and B are constants. The dead-time parameter 
B is approximated as B = A2/4. These standard deadtime 
correction parameters (A and B) are applied to the singles 
and doubles rate for both coincidence and multiplicity 
analysis. The triples deadtime correction uses the multi-
plicity deadtime parameter. The multiplicity deadtime pa-
rameter was approximated as A/4.

It is important to note that there are several measurement 
methods that can be used to determine A and B for a par-
ticular detector system.

1. Doubles to Singles Ratio – measure the singles and 
doubles rates from at least 4 252Cf sources that span 
a large range in activity, plot ln(D/S) versus Singles rate, 
use a quadratic curve to fit the data and determine A.

2. Source Intensity Ratio – measure a  strong and 
a  weak 252Cf source with very well-known neutron 
yields, set the ratio of the deadtime corrected doubles 
rates equal to the known ratio of 252Cf yields, and itera-
tively solve the equation for A.

3. Paired Source – measure 2 high yield 252Cf sources 
separately and then together, set the deadtime correct-
ed doubles rate from measuring sources together 
equal to the sum of the deadtime corrected rates from 
measuring the sources separately, and iteratively solve 
the equation for A.

The system deadtime is affected by properties of the de-
tector (e.g. polyethylene design, detector fill gas) and by 
the signal processing electronics (e.g. number of preamps, 

shaping time). The deadtime loss of neutron pulses in-
creases at higher count rate, and it can be corrected em-
pirically [6,7,8]. These techniques can provide excellent re-
sults for measurement samples with count rates in the 
range of the calibration sources used. But applications 
such as spent fuel, plutonium waste and MOX storage 
canisters, uranium and trans-uranium ingots, etc. often re-
quire operation at count rates many times the count rate of 
the empirical calibration. The reliance of the present dead-
time calibration method on a single measurement point 
therefore introduces potential limitations, such as:

• It is difficult to find and measure 252Cf sources in the en-
tire dynamic range of the detection system.

• The count rates and neutron correlation characteristics 
of a 252Cf calibration source are different from those of 
a measured SNM.

• And last but not least, the dead time behavior of bipolar 
shapers used in the 3He electronics can differ from the 
calculated values based on the simple assumption of 
paralyzing DT model with a  fixed deadtime constant 
even at low or moderate count rates.

3.  Self-calibration method for counting loss 
correction

In order to address the challenges listed above, LANL has 
developed a new self-calibrating method for the determina-
tion and correction of dead time losses that uses the neu-
tron signal from real measured material directly [9]. It is 
based on measuring the same incident reaction rate in the 
detector (count rate) from the material, Nin, with two configu-
rations of preamplifiers: a standard configuration of pream-
plifiers and tubes, corresponding to a nominal (100%) count 
rate load per preamplifier and a second “dead time meas-
urement” configuration, where every two neighbour clusters 
of detectors are connected together to a single preamplifier, 
corresponding to 200% load per preamplifier. An illustration 
of the described measurement is shown on Figure 2.

Figure 2: Illustration of detector switching method for dead time 
self-calibration. When the relay switch at the preamps’ input is in its 
initial position, both channels see the normal count rate load (N100%). 
When the relay is switched, the bottom preamp sees no detector 
signal and the top sees the double count rate load (N200%). The TTL 
output of both preamplifiers are summed in OR circuitry.
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Figure 3: Picture and schematic of FNEM detector.

The expression for the dead time constant (td) and the cor-
rected input count rate per channel (NIN) can be found us-
ing the following analysis:

First assuming the dead time in the system is paralyzing:
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Where, N100% is the measured count rate when one detec-
tor is connected to one amplifier, and N200% is the meas-
ured count rate when two detectors are connected to one 
amplifier.

Observing that e N tIN d−  is present in both expressions, we 
can eliminate the td unknown and simplify:
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Solving for NIN, we get an expression for the incoming 
count rate that involves only measured quantities:
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We can also solve for the value of the paralyzing dead time.
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Secondly we can apply the same method with the as-
sumption of non-paralyzing dead time. In this case the 
measured count rates are:

N100% = NIN (1 – N100% td) and N200%= 2NIN (1 – N200% td). /8/

Then, N
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In the above equation td is the only unknown, so solving for 
td gives

 t
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Substituting td  in the equation /5/ and solving NIN for gives
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4.  FNEM detector and DT calibration using 
classical dual source method

The classical paired source DT correction method was 
used to calibrate a new detector developed at KAERI 
called the Fast Neutron Energy Multiplication (FNEM) de-
tector. This detector utilizes both FNEM and passive neu-
tron albedo reactivity (PNAR) methods. FNEM consists of 
two rings of three 3He tubes where 1 ring is located close 
to the sample cavity and the other ring is located far from 
the sample cavity (see Figure 3). The FNEM method is sen-
sitive to the induced fission rate by fast neutrons and 
PNAR is sensitive to the induced fission rate by thermal 
neutrons. The total induced fission rate is proportional to 
the amount of f issile material in the sample being 
measured.

The efficiency for each ring of the FNEM detector was 
measured to be ~6.7% for the inner ring and ~0.75% for 
the outer ring. Since the FNEM method is based on multi-
plication (induced fission) in the measured sample, this de-
tector was designed to measure high count rate samples 
(>1 x 106 n/s) and thus understanding the DT correction is 
essential to its calibration and characterization [10].
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Fig. 4: Left: Top view of FNEM with preamplifiers and switching boxes installed on inner ring of tubes. Right: simplified switching diagram.

Using the paired source method described earlier in this 
paper, the DT coefficients (A and B) for FNEM were meas-
ured using two 252Cf sources with intensities of 1.57×106 
n/s and 1.55×106 n/s at LANL. The iteratively calculated 
coefficients for dead time were 2.147×10–6 for A  and 
1.152×10–12 for B, which were then applied in the INCC 
software. The fractional count loss of the inner ring was 
determined to be about 6.3% and 12.1% for the 0.12 and 
0.25 MHz count rates, respectively [10]. It should be noted 
that the incident neutron rate used for deadtime measure-
ment corresponds to about 3% of the maximum expected 
emission from a high count rate multiplying sample.

5.  DT calibration using neutron generator and 
LANL self-calibration method

Because the exponential paralyzing DT model may not fit 
well the real behaviour of the bipolar shaper of PDT-110A , 
the extension of the calibration from two 252Cf sources by 
a factor of 30 may lead to substantial count rate (respective-
ly SNM mass) correction error. Therefore, we have used 
a neutron generator placed in the centre of the FNEM cavity 
as a neutron source with variable intensity of neutron flux. It 
should be noted that unlike the radioactive sources , we 
don’t know the exact value of the NG neutron flux.

The neutron flux was controlled by changing the neutron 
generator’s acceleration voltage and beam current, which 
provides a dynamic range greater than a factor of 10. Two 
types of measurements were performed: one with PDT-
110A and another with KM200 electronics with a switching 
relay that allows us to measure N100% and N200%. The 
KM200 electronics were mounted on an aluminium junc-
tion box that contains the HV and a switching relay circuit-
ry. The preamps were gain matched and the plateau char-
acteristics were tested in both switching configurations to 
make sure that the additional input-capacitance does not 
change the counting characteristics of KM200. This is 
possible because a) the gain of KM200 charge sensitive 
amplifiers does not change by small variations of input ca-
pacitance and b) the threshold is set at 40V above the pla-
teau knee and thus can tolerate few tens of percent 
change of amplifier gain. We switched only the top two de-
tectors (#1 and #3) in the first ring of the FNEM shown on 
Fig.4. During the first measurement, each detector was 
connected to its own preamplifier. We recorded the indi-
vidual count rates to make sure that each detector sees 
roughly the same count rate. We used the average of the 
count rates of detector 1 and detector 3 to represent 
N100%. The second measurement was performed with de-
tector #3 disconnected from preamplifier 3 and connected 
to preamplifier 1 which provided the count rate in DT 
measurement condition N200%.



49

ESARDA BULLETIN, No. 55, December 2017

Figure 5: Measured count rates per amplifier versus (determined) input count rates for the KM200 at N100% (blue) condition, KM200 at 
N200% condition (green) and PDT110A amplifier (red) connected to one detector. The purple line represents the count rate (Nout=Nin).

The count rates N100% and N200%, corresponding to one and 
two tubes per amplifier, were measured for each intensity 
setting of the neutron generator. The load per amplifier and 
count rate data for each were recorded using a JSR-15 
shift register. Using the analytical expressions derived in 
section two based on paralyzing dead time, we have cal-
culated the incident neutron rate NIN per amplifier. The 
measured count rates for PDT-110 (one tube per amplifier) 
and KM200 (one and two tubes per amplifier) are plotted 
in Fig 5.

The corrected output count rate Nout=Nin is used to cal-
culate the dead time losses and corresponding dead time 
td based on the paralyzing DT model. In order to compare 
these results we also calculated and compared the KM200 
and PDT-110A dead time using classical empirical and self-
calibration methods for correction of counting losses. The 
plot on Fig.6 compares the calculated DT behaviour for:

• PDT-110A dead time from the paired source calibration in 
[10] calculated as 1.62 μs for 40 000 cps, and 1.54 μs for 
83000 cps input count rate per tube;

• PDT-110A dead time using NG versus input count rate 
from self-calibration method ;

• KM200 dead time using NG and self-calibration 
method.

The results plotted in Figure 5 show significant dead time 
reduction (about 30%) between the calibrated and extend-
ed range of count rates as well as good consistency in 
PDT dead time behaviour using paired 252Cf source and 
NG. The deduced dead time constant (td) shows a reduc-
tion in value for higher count rates. This is a clear indication 
that the real dead time losses do not follow the exponential 
dependency of the paralyzing DT model. The correction of 
counting losses using equations /6,7/ for non-paralyzing 
DT model provided even higher dead time constant de-
pendence with positive slope. Therefore we used the cor-
rection data based on paralyzing DT that has lower dead 
time deviation at the maximal count rate range and thus 
fits better for that particular case.
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Figure 6: DT versus input count rate. Green: PDT-110A DT using a pair of 252Cf sources [10]. Blue: PDT-110A DT using a NG and empiri-
cal method for correction of counting losses. Red: KM200 dead time using NG and self-calibration method for correction.

It should be noted that neither the non-paralyzing nor the 
paralyzing models are accurate over a wide dynamic range 
of incoming neutron count rate. Therefore, it is necessary 
to perform dead time calibration near the intensities of the 
target measured source. This is where the proposed cali-
bration method is most valuable. It does not rely on the ex-
trapolation of a priori calibration at lower intensity.

In order to explore and explain the count loss trend at 
higher count rates we ran the neutron generator in pulsed 

mode where the constant output emission rate is in-
creased in reverse proportion to the generator duty cycle. 
The snapshots of the unipolar (current pulse) and bipolar 
(shaper output) signals from KM200 amplifiers, recorded 
at 10% duty cycle and maximum intensity of the neutron 
generator are shown on Fig. 7. The estimated incident 
rates for that setting is about 13×106 cps (10 times higher 
than maximum count rate from continuous output testing 
shown on fig.5.

    

Fig. 7 Left: unipolar (current pulses) Right: The bipolar pulse output



51

ESARDA BULLETIN, No. 55, December 2017

The pile up of detector current pulses appears as a single 
fluctuating pulse that does not reach the base line during 
the entire duration of the neutron generator pulse, consist-
ent with the updating paralyzing dead time model. In con-
trast, the bipolar pulses pile-up in both directions and thus 
cross the baseline despite the severe pile-up (20+ pulses 
during the duration of shaper pulse) and thus continue to 
count. Because of the random phase of the pile-up the su-
perimposed signal looks much wider than singe bipolar 
pulses shown on Fig.1b.

6.  Implementation aspects of this method in 
typical safeguards neutron systems

6.1 Active interrogation

Fission neutron detectors used in the pulsed active interro-
gation systems such as DDA assay for measuring of SNM 
have to operate at very wide dynamic range of incident 
count rates and thus are subject of severe counting loss-
es. Implementation of faster tubes and electronics can im-
prove the counting capabilities and allow analysis closer to 
the burst, but will not eliminate all of the counting losses. 
The implementation of this self-calibration method could 
further expand this capability by using simple switching 
circuitry without extensive retrofitting of existing electron-
ics. The DT losses can be characterized by one time cali-
bration that can give values that can be used for routine 
measurements. Because the DDA assay relies on singles 
rate measurements, DT losses are smaller and the accura-
cy of the calibration is not as critical as for assays based 
on neutron coincidence counting. Initial testing of this 
method in JRC PUNITA active interrogation system at 
JRC-Ispra will be reported in [11].

6.2 Neutron coincidence counting

Unlike singles rate measurements, neutron coincidence 
counting is very sensitive to the counting losses as the DT 
losses error of singles propagates with power 2, 3 etc., to 
the double, triples moments. The currently used DT loss 
calibration works well for low DT losses where the paralyz-
ing DT model does not deviate much from the experimen-
tally observed behaviour of the DT losses. But an applica-
tions such as coincidence assay for measuring high mass 
plutonium canisters, spent fuel, etc, that are expected to 
operate at higher DT losses the current practice for cali-
bration with low activity 252Cf sources may lead to substan-
tial errors.

Here the measured count rates (S,D,T etc.) for the two 
hardware configurations (standard – i.e. 100% load and 
dead time – i.e. 200% load) can be used to extract and 
correct for dead time losses. Two possible methodologies 
are envisioned: a) extrapolate dead time free count rates 
from the slope of the measured count rates for 100% and 
200% load; b) iterative procedure to extract and correct for 

dead time losses. The former approach relies on linearity 
of the count rate variation with preamplifier load, which will 
be explored and confirmed experimentally. For more com-
plex situations, where nonlinearities in count rate variation 
with preamplifier load are observed, the iterative approach 
will be used. The iterative approach is foreseen to use the 
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bles, triples and quads, that, if properly dead time correct-
ed, should not depend on the load per preamplifier. We 
will use this fact to develop the iterative calibration proce-
dure, where the initial estimate of dead time correction will 
be used to extract initial dead time corrected count rate ra-
tios for both preamplifier loads. The dead time correction 
estimate will then be further iterated until close agreement 
between the dead time corrected ratios for 100% load and 
200% load measurements is achieved.

We would like to stress that the proposed method and 
hardware implementation is applicable for all currently 
used preamplifiers (such as Amptek A-111) electronics for 
both shift register and list mode data acquisition.

7. Conclusion

We have presented a new hardware based method for the 
determination of counter dead time. This method can use 
the counting rates from actual unknown samples in order 
to determine the dead time correction constants and thus 
avoid the problem of extrapolating dead time coefficients 
determined at low counting rates to high counting rates. 
The hardware is relatively easy to retrofit to many existing 
neutron detectors. We have demonstrated the method for 
singles counting and shown that the dead time behaviour 
of typical neutron detector systems does not follow either 
paralyzing or non-paralyzing model precisely, but the para-
lyzing model is closer. The method can also be used for 
doubles and triples and higher moments of multiplicity 
counters.
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Abstract:

Euratom Safeguards is busy implementing the Next 
Generation Surveillance System (NGSS) in the field currently, 
close to 700 units are to be installed in the next years.

This paper deals with the time after NGSS. It is time to 
design the technology that follows, to discuss the 
requirements for containment and surveillance systems in 
a broader sense, to study the very volatile general technical 
environment and select options for further development.

With the growth of the security markets, with the advent of 
autonomously driving cars, with increasing threats in 
cybersecurity, with the appearance of more intelligent, 
smart sensors using various physical technologies beyond 
optical vision, opportunities can be envisaged and 
analysed for applicability. This may allow more efficient 
and effective safeguards implementation, and ideally, 
could contribute to an opening of the market and help 
reducing cost.

At the same time, a growing number of facilities particularly 
at the back end of the fuel cycle turn static and new facility 
types appear. These pose their own challenges and may 
call for revised inspection approaches utilizing non image 
based sensors.

Keywords: publication; guidance; editing; standardisation

1. Introduction

Inspectorates are constantly being challenged with de-
creasing funding, amount of personnel, inspection days 
and mission budget. The efficiency and effectiveness of 
safeguards activities are debated. At the same time, new 
equipment must be developed to exchange old one’s 
which has come close to the end of life cycle.

In order to fulfil the desired wish that inspectors are both 
more effective and efficient, we would need to see an in-
crease in the number of sensors connected together with 
a clever automated decision-analysis and event-extraction. 
A current emerging system existing with a constantly in-
creasing functionalities is “integrated Review and Analysis 
Program” (iRAP) which is a joint development project by 
IAEA and DG-ENER [1]. Adding the automated data 

transfer using techniques such as RADAR and Rainstorm 
is currently building a very cost-optimized solution.

Could we not in the (near) future have even more unat-
tended equipment in place, which observes the processes 
transmitting relevant data to a local storage. Automated 
processes would identify events and assist the Nuclear In-
spectors to confirm declared operations and to analyse 
potential situations where further analysis is needed. The 
unattended systems could be based on a combination of 
dedicated components and OEM modules.

The above scenario would require a larger amount of unat-
tended sensors that has the capacity to transmit remotely 
its content to a central store. In Nuclear Safeguards of to-
day we have an increasing amount of unattended systems, 
primarily Surveillance cameras and a few other connected 
devices for enrichment and reprocessing facilities [2].

This system, correctly configured and where relevant data 
is provided, is able to extract a list of relevant events and 
provide, if necessary and available a limited sized video-
sequence over the time of the events. The strength of such 
a system setup is the efficiency with which the inspector 
would work, i.e. the time spent is focused on the events 
and not on all the time in between events.

With a constantly increasing threat from cyber-attacks, the 
new safeguards tools must be able to seamlessly follow 
the latest advancement in cybersecurity to ensure the au-
thenticity of all safeguards relevant data and be able to 
handle future cyber-attacks.

2. New Safeguards tools

The valid lifetime for a safeguards equipment is very long. 
It is long not just because it is the perfect tool. The devel-
opment-time and validation process is both long and ex-
pensive. Sometimes, the development of new equipment 
from idea to final fully functional system takes 5-10 years, 
sometimes even longer.

If the inspectors working with safeguards equipment would 
chose, quite some equipment would have been updated, 
changed or trashed. This cannot be done for the simple rea-
sons that other comparable or better equipment neither ex-
ists nor can be developed in a reasonable amount of time.
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Whenever new safeguards equipment is designed, the 
common sense would be to think about the long-term fu-
ture trends. Not just the near future but also potentially 
considering relations to sensor-technologies from other in-
dustrial branches. By thinking out of the box, one could 
potentially gain strengthened detection capacities or 
effectiveness.

Where allowed by the operator and agreed with local state, 
the devices would without interaction from Inspectors or 
Technicians send its data to headquarters or local site-of-
fices. The data can be processed automatically and large 
benefits can be identified both for Inspectors but also for 
Operators and State Inspectorates. With this in mind, the 
future safeguards tools must enable secure remote data 
transmission and centralized control.

3.  Next generations Nuclear Safeguards 
camera (NGSS)

The NGSS is currently deployed in large scale substituting 
old DCM-14 cameras and other commercially available 
systems such as FAST/NICE. The camera, despite initial 
engineering difficulties, is a success. Currently, the output 
video stream files from the camera can be handled by 
both the Safeguards review station GARS, by iRAP but 
also by new emerging video-review tools such as Video-
Zoom [3] or in its most basic form, any MPEG enabled vid-
eo-application. The NGSS has important features such as 
multiple asymmetric crypto-keys for authentication, ena-
bl ing dual-use and th i rd par ty insta l lat ion and 
maintenance.

The primary components, i.e. the imaging sensor and the 
processing DSP, acquire the images and implements 
scene-change detection. This detection capacity means 
that the camera can by itself react to scene changes and 
when these occur, tag the event and change the image 
storage frequency. The camera can also be triggered by 
external sources via a few electrical interfaces.

The subsequent video review tool, then can list all the 
events that have been detected both by the scene-change 
detection but also from other events that has been con-
nected via electrical or network-based connections.

Still, the camera, having all the advanced capacities in 
some cases returns large amounts and long sequences of 
video data. Generally, it is a very time-consuming task for 
the inspectors to perform an efficient and effective analysis 
of long video-streams.

When considering a  future generation of Surveillance 
Cameras, what kind of additional tools and sensors can be 
added? Remember that to go from an idea to final deploy-
able product is very long, maybe now it is time to start 
thinking of a successor. Currently, the commercial market 
is designing new generations of advanced sensors that did 

not exist some years ago. To be more visionary, some sen-
sors, which may be essential for safeguards in 10 years 
from now, has potentially not even been launched 
commercially?

We should probably consider the fact that commercially 
available or open modules may fit into new systems and 
form its central parts. Of course, the global aim of a robust 
system with long term guaranteed operational lifespan 
must be kept in mind. Still, new emerging tools, sensors 
and OEM platforms could be part of a new generation of 
safeguards tools.

Apart from the basic CMOS/CCD light sensitive sensor, 
what additional components could be of interest to design 
the future system? A list drawn today cannot be fully com-
prehensive, since future intelligent sensors are not known. 
Trying to answer the question, we can start with a  few 
components that appear in existing Nuclear Safeguards 
equipment, which could also be of interest in a compound 
sensor-system.

3.1 LIDAR sensors

A Lidar is by the name; Light Detection and Ranging, is 
a sensor which uses electromagnetic waves in the near- or 
visible spectra to measure distances. These sensors have 
the capacity to measure the near surrounding in 3 dimen-
sions. Already now, they have entered into the consumer 
market and the first smart-phones equipped with solid-
state sensors with active light enabled 3D capacity are 
commercially available [4].

How would this help future surveillance systems? In the 
area of design information verification/Building Technical 
characterization (DIV/BTC) or containment verification, this 
technique is already a key-player. Several nuclear safe-
guards systems use these sensors to draw conclusions; 
Static 3D scanners used in 3DLVS/3DLR for accurate 
change detection [5] and a mobile scanning equipment for 
large scale mapping and indoor-localization[6].

But what can they do for a Surveillance system? As previ-
ously mentioned, video-review is a crucial but fairly time-
consuming activity. Intrinsically, a large amount of image 
sequences may be visualized to identify declared activities. 
Furthermore, an inspector must maintain focus to poten-
tially also find what not searched for, i.e. potential non-de-
clared activates.

A Lidar amended Safeguards Surveillance Camera could 
be designed in such a way that a triggered event occurs 
whenever something in the scene physically happens. One 
could neglect changes in the image-scene such as shad-
ows, light changes etc. and concentrate on actual 
movements.

Figure 1 shows an image and a schematic drawing of 
a spent fuel pond. The surveillance camera is placed to 
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Figure 1: Left: Image of Interim storage pond in La Hague, France (image from Areva Webpage), Right: concept pond with green baskets 
under surveillance and red arrow indicating daily movement of equipment with traversal crane.

overlook the stored bins and no changes are to take place. 
The natural movement of traversal crane with a bin-carrier 
both introduce natural scene-changes in the observed 
scenario. The crane will also introduce small waves which 
makes the reflection of illumination to flicker in the water-
surface. In such a situation, an image scene-change de-
tection will have difficulties to perform well. By introducing 
a 2D or 3D based laser scanner we don’t need to rely only 
on the image itself. The additional sensor will map in true 
dimensions a plane parallel to the water surface above the 
bins; and any interference with a device, rod or traversal 
crane can be detected and consequently an image se-
quence event can be stored.

There are several examples of where an added proximity 
sensor would assist and provide robustness, efficiency 
and effectiveness to a safeguards camera.

3.2 Radiation sensors

Both Neutron and gamma detectors are playing an impor-
tant role for a safeguards camera to trigger when relevant 
scenarios occur. Most probably, future safeguards camer-
as would integrate such sensing capacities and, based on 
need, assist in the triggering of events.

3.3 Other sensors

Considering that we discuss future technologies, why not 
broaden the concept. Many commercial sensors; pressure 
gauges, noise sensors, scales, temperature and pyroelec-
tric sensors and ID-readers could be of interest. And last 
but not least, the sensors which are not even commercial-
ly available yet.

4.  Introducing the concept of a “Remote 
Safeguards Device”

When designing a new generation of surveillance cameras 
we should take the moment also to consider, as discussed 
above, the capacity to add extra sensors. The new design 

should be clever to handle future unknown sensors to 
some reasonable limit.

As the basic requirements reflect on any unattended safe-
guards equipment installed in a  nuclear environment, 
some basic rules apply: a system must be able to with-
stand power-outages for days, store locally data and have 
tamper-proof enclosures. A new and future system also 
needs remote transmission and control. This to summa-
rize, means that the main system must be designed with 
a certain number of basic capabilities.

Identifying what components that would be mandatory to 
implement these basic capabilities, we would have a basic 
box and any sensor connected could as well be ‘extra 
sensors’, even the imaging sensor.

The thing remaining without the extra sensors is a very 
competent base system, then “Remote Safeguards De-
vice”, which can be placed in nuclear installations which 
intrinsically carries all the necessary mandatory features.

4.1 Basic concept design

In figure 2, the blue box lists components and capabilities 
forming a  fundamental Remote Safeguards device. As 
seen, the system module has all the capabilities to be in-
stalled in a nuclear site. All the components for command 
and control exists; a modular CPU for decision making 
and logics, exchangeable memory module, battery-back-
up, remote communication for control and data-extraction 
which makes it a modular smart sensor. The basic system 
must be equipped with a state-of-the-art protection for cy-
ber-attacks as well as configurable encryption logics for 
digital encryption and data-authentication. Other compo-
nents needed for the execution, i.e. the ‘extra sensors’, are 
added as needed via a pre-defined electrical, logical and 
physical interface. This enables a concept where several 
sensors can interact within the same tamper-proof enclo-
sure as a single smart sensor.
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From a maintenance point of view, the system concept 
should allow an external actor to perform on-site activities. 
An installation of a pre-configured device and basic main-
tenance such as battery-change and memory-card substi-
tution should be allowed by design. This would mean that 
safeguards organizations significantly could reduce mis-
sion costs and manpower. We could also identify a clear 
benefit for the operator, which would not need to plan, or-
ganize and host visits on the site.

Figure 2: Schematic design of a new base unattended system  
with capacity to attach sensors using an internal interface

For sure, the imaging sensor will in most cases be used to 
enable an ‘inspectors eye’ in case of events. But the sen-
sor base could also be used as a future remote data ac-
quisition module in an extended RADAR architecture.

Ideally, the design of the system is based on existing sub-
components that are offered openly by the electronics in-
dustry or where intellectual property rights (IPR) can be 
guaranteed for Nuclear Safeguards. A realistic scenario 
would probably be to use a dedicated and optimized inner 
core-module together with added outer OEM or semi-com-
mercial components. By using an existing open operating 
system and maintaining an open architecture, we would 

meet the Nuclear Safeguards community concerns and re-
quests regarding IPR and cost-optimizations. This of course 
is easy said but would demand a high level of cooperation 
and openness between a few major players in the design 
and potential development phase. After all, this is a concep-
tual discussion where we do not need to address major 
hurdles but instead can focus on the functional aspects.

4.2  How concept fits into current and future remote 
data transmission paradigm

The ever-increasing need and request for remotely con-
nected devices lead to the concept for unified approach-
es. Both remote transmission of data from device to head-
quarters or local servers can be implemented with this 
modular architecture. Streamlining the remote transfer en-
abling a Rainstorm [7] connection as a core component 
would immediately enable the strength of a compressed 
and adaptive network connection to a  large amount of 
devices.

Once implementing the remote connection capacity with 
the core component, all systems will inherit the same com-
munication interface and thereby unify both data-transfer 
and control logics.

Figure 3 shows the data-transfer scheme for a site that has 
several connected systems based on the concept device. 
As seen, different sensors can connect to remote trans-
mission software with standardized means for data-trans-
fer or connected to data-consolidators like RADAR. In cas-
es where there is no remote-transmission available, data 
can be hand-carried using digital memories.

The same concept for unification goes for control and 
command. An established unified way to communicate 
state of health and to read/update configuration can be 
implemented for the common system cores which greatly 
simplifies control software.

Figure 3: The concept safeguards platform in a future remote data transmission scenario. The blue arrows show the direction of data-
transfer. The red lines indicate flow of command and control.
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4.3 Concept usage

Future safeguards will require future technologies and new 
ideas. Currently, the safeguards community is facing new 
challenges such as an increase in dry storages and com-
missioned geological repositories are around the corner. 
New sensors and systems are entering the arena that 
needs to be managed regarding both installation and con-
figuration but also related to remote data and status 
transmission.

This happens at the same time as efficient work-proce-
dures are discussed. Remote sensing with less mission 
days as well as more effective inspections is requested.

The remote devices installed should generate a minimal 
footprint in volatile memory for normal situations, but when 
an event can be identified; higher framerates, more infor-
mation and extended datasets can be accepted. The only 
issue is, who is deciding what is an event and when does 
it happen?

Sample case 1:
If we can detect an object physically entering an area of 
safeguards interest, we would robustly be able to consider 
this as a safeguards relevant event. For a Safeguards cam-
era, adding a 2D/3D laser-based proximity sensor, we 
would achieve a more effective analysis following an effi-
cient posterior review. Such system in the new concept 
would be based on a combination of an imaging sensor 
and a 2D/3D sensor.

Sample case 2:
In a transfer hall or loading cell, observation of loading 
events is requested. The presence of nuclear material 
would be detectable with either a small gamma or neutron 
detector. By coupling the presence of nuclear material to 

the imaging sensor, we would achieve a very competent 
surveillance system within a single tamper-proof case ena-
bling effective and efficient posterior image review where 
events would reveal relevant movements.

Sample case 3:
Monitoring dry-storage casks in a storage is a fairly static 
operation. Very few or no movements occur over long pe-
riods. In this case, potentially no imaging capacity would 
be needed. Why would we need to generate video-files 
that show a static scenario? Instead, here a 2D laser would 
be able to monitor the casks and in case movements oc-
cur; an item tracking file could be extracted. An optional 
still image could also be acquired to document the event. 
Furthermore, adding also a radiation sensor could poten-
tially add essential information to an event-data set.

Sample case 4:
Pressure, temperature, light, pyroelectric, weight, position, 
item counters, ID readers or other sensors already applied 
to a material-process by an operator could be used to 
confirm a normal operation. The sensor data could be by-
passed in a base-system with copy functionality as de-
scribed by Thomas et. Al [8], where the data transmission 
is read but not logically interfering with the data flow. The 
data copied would then be authenticated and transmitted 
accordingly.

Sample case 5:
Today we maybe won’t care for sound, ambient tempera-
ture and light sensors or other currently not known sen-
sors. In the future, there may be the need for a combina-
tion of such sensors. We cannot design and implement 
the future sensors but we can to as large degree as possi-
ble make space for them and allow a smooth integration 
into the future generations Remote Safeguards Device.

Figure 4: The base unattended system with a few conceptual sensors and there indicated use-cases.
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Figure 4 describe in a single image a few realistic sensors 
and their indicative use which can be part of a future tool-
box of devices ready to be deployed in the field when 
deemed necessary. The Orange boxes define a few sen-
sor architectures which could be relevant. The green box-
es br ie f l y  descr ibe the potent ia l  use of  such 
configurations.

5. Summary

The development of a new Safeguards instrument is a long 
process. There are currently a large number of different in-
struments in the portfolio. Not all, though, are optimized for 
the future. In this paper we have identified a few features 
that would be needed for a future device such as remote 
transmission, effective and clever decision making. By an-
alyzing the prospect of a next generation of Surveillance 
camera, we introduce the concept of a Remote Safe-
guards Device which would be a modular device with the 
capacity to host different sensors in a tamper-proof case. 
Depending on the need, the basic sensor-platform and its 
connected sensors would enable a smart device which 
would be able to support the demanding requirement of 
an effective and efficient safeguards device. In order to 
sketch the requirement for a  new safeguards camera 
a large amount of preparatory work is needed. This paper 
summarizes a rather visionary concept and certainly fur-
ther analysis and discussions is needed.
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Abstract:

The Republic of Korea (ROK) has implemented the 
Safeguards By Design (SBD) concept in nuclear fuel cycle 
facilities. Since the early 1990s KAERI (Korea Atomic 
Energy Research Institute) has developed several nuclear 
fuel cycle facilities for research activities on spent fuel 
treatment. Such facil it ies include the DUPIC Fuel 
Development Facility (DFDF), the Advanced spent fuel 
Condi t ion ing Process Fac i l i t y  (ACPF),  and the 
PyRoprocessing Integrated inactive DEmonstration facility 
(PRIDE). PRIDE is an engineering-scale R&D facility, 
handling non-irradiated depleted uranium and surrogates 
to develop and test key technologies for the pyroprocess. 
The data obtained from this facility will be used to evaluate 
the feasibility of a pyroprocessing facility in the future. 
DFDF consists of one concrete hot cell used for the 
technology development of the DUPIC (Direct Use of 
Pressurized Water Reactor Fuel in CANDU) fuel fabrication 
as well as for a voloxidation of irradiated PWR spent fuel 
rod cuts to produce a  feed material for the electrolytic 
reduction process in ACPF. ACPF consists of two 
interconnected hot cells with two shielded rear doors for 
a material transfer designed for research on the electrolytic 
reduction of spent oxide fuel into a  metallic form. 
Pyroprocessing related facilities that contain less than one 
significant quantity of nuclear material but that utilize 
technologies and equipment related to the electrochemical 
recycling of spent fuel have been treated as category III by 
the IAEA. The demand for robust safeguards applied to 
pyroprocessing facilities require the IAEA to develop new 
safeguards measures and techniques. KAERI’s safeguards 
R&D will provide the IAEA and the international community 
with credible assurances regarding a state’s fulfilment of its 
safeguards obligations.

Keywords: SBD; Safeguards Approach; Safeguards 
Measures; Nuclear Fuel Cycle; Pyroprocessing

1. Introduction

Since the early 1990s, KAERI has developed safeguards 
systems of several nuclear fuel cycle facilities for research 
activities on spent fuel treatment. Such facilities include 
the DUPIC Fuel Development Facility (DFDF), the Ad-
vanced spent fuel Conditioning Process Facility (ACPF), 

and the Pyroprocessing Integrated inactive DEmonstration 
facility (PRIDE). These facilities are now being used as fa-
cilities to develop and evaluate the pyroprocessing con-
cept. Pyroprocessing related facilities that contain less 
than one significant quantity of nuclear material but that 
utilize technologies and equipment related to the electro-
chemical recycling of spent fuel have been treated as cate-
gory III by the IAEA. The KAERI facilities are grouped into 
three categories based on the strategic value of the de-
clared nuclear material and functional capability of the fa-
cility. The group of category I refers to self-contained ca-
pability facilities that have at least one significant quantity 
of suitable nuclear material and which could support un-
declared plutonium production/separation activities with-
out other supporting infrastructure. The group of category 
III refers to the pyroprocessing related facilities and cate-
gory II is remaining facilities and LOF (Location Outside Fa-
cilities) at KAERI except category I and III facilities.

As part of a cooperative effort with the IAEA to find a safe-
guards approach for a pyroprocessing facility, the ROK 
designed a Reference Engineering-scale Pyroprocessing 
Facility (REPF) and developed a safeguards system for the 
REPF, which was reviewed by the IAEA. The IAEA plans to 
test the safeguards measures of REPF in KAERI pyropro-
cessing facilities through the member state support pro-
gram (MSSP) with the ROK. The REPF is being upgraded 
to REPF+, which include the scale-up of the pyroprocess-
ing facility and U/TRU fuel fabrication process. KAERI has 
developed a simulation program, Pyroprocessing Material 
flow and MUF Uncertainty Simulation (PYMUS) to assess 
the nuclear material accountancy system of the REPF. The 
PYMUS is under improvements to include the statistical 
analysis of Near Real Time Accountancy (NRTA).

KAERI is developing an advanced safeguards system, in-
cluding nuclear material accounting technologies and 
a new safeguards approach for pyroprocessing facilities in 
parallel with the process technology development and fa-
cility design. This paper addresses the main features of the 
safeguards R&D status of the pyroprocessing facilities at 
KAERI.
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2.  Safeguards Systems of Nuclear Fuel Cycle 
Facilities at KAERI

According to the “Agreement for Cooperation between the 
Government of the Republic of Korea and the Government 
of the United States of America Concerning Peaceful Uses 
of Nuclear Energy” revised in 2015, KAERI has been using 
DFDF for preparing feed materials (porous pellets or frag-
ments) from the spent PWR fuel generated in domestic nu-
clear power plants for the ACPF electrolytic reduction pro-
cess. The ACPF at KAERI has been refurbished for the 
demonstration of pyroprocessing technologies related to the 
electrolytic oxide reduction process of PWR spent fuels.

Safeguards approaches for the DFDF and ACPF have 
been developed, which include neutron counters and con-
tainment and surveillance equipment with a process and 
radiation monitoring system.

The ACPF can provide a valuable opportunity to test vari-
ous types of safeguards equipment for nuclear material 
accountancy, containment and surveillance, as well as 
process monitoring. At the moment, there are two types of 
safeguards equipment at the ACPF, i.e., ASNC (ACP Safe-
guards Neutron Counter) and ALIM (ACP LIBS (Laser In-
duced Breakdown Spectroscopy) Monitoring system).

The ASNC, based on a  passive neutron coincidence 
measurement technique, measures the amount of 244Cm 
[1–3]. The amount of nuclear materials in the ACPF can be 
determined using the Cm balance technique [4], which 
multiplies the measured 244Cm amount by the Pu/244Cm or 

235U/244Cm ratio to calculate the amount of nuclear material 
of interest (Pu or 235U). This kind of Cm ratio can be ob-
tained through a destructive analysis (DA), gamma-ray 
spectroscopy, or burnup-code calculation. Note that the 
representativeness of the sample used for determining the 
ratios could be one of the major factors affecting the 
measurement uncertainty. In order to take the representa-
tive sample, several samples could be taken after the mix-
ing process, which is a process in the head-end part to 
fabricate the input material for oxide reduction process, 
i.e., porous pellet. Additionally, the representative sampling 
technique using a spinning riffler has been studied for one 
of the possible candidates to take the representative sam-
ple without applying the mixing process.

In a previous study [5], the ASNC was installed in a hot cell 
of the ACPF and tested successfully with spent fuel rod 
cuts. However, its inner structure, with a horizontally-laid 
geometry, becomes deformed over the course of many 
years owing to the weight and ductility of the leaden gam-
ma-ray shield. To address this problem, the ASNC was to 
be redesigned for a vertical-standing geometry based on 
the MCNP simulation and irradiation test results. Figure 1 
shows the schematic and photograph of the redesigned 
ASNC, which has the improved remote-handling capability 
compared with the former ASNC. A total of 24 neutron de-
tectors with the 3He proportional counter (3He-filling pres-
sure of 4 atm, active volume of 1 in (D) x 20 in (H), and 
quenching gas of N2) and the PDT 110A preamplifier were 
used. The cavity size for sample placement is 13.4 cm (D) × 
26.0 cm (H). More detailed information can be found in [6].

Fig. 1. Modified ACP Safeguards Neutron Counter

The detection efficiency profile of the ASNC in the axial 
and radial directions was measured for a 252Cf standard 
source in order to characterize the system and verify the 
MCNP model. Ideally, a good system shows the same effi-
ciency regardless of the source locations, resulting in a low 
measurement error. The measurements were performed 
over 10 cycles × 10 s/cycle for the 252Cf source (intensity: 
~1.92×105 n/s) at different locations from -10 to 10 cm in 

the axial direction and from 0 to 4.5 cm in the radial direc-
tion. The measured detection efficiency was determined to 
be 24.4±0.07% and 24.3±0.05% in the axial and radial di-
rection, respectively. The measurement precision errors 
were smaller than the plot symbols. The system showed 
a  flat response in terms of the measured efficiency, as 
shown in Fig. 2. The use of LIBS based on fibre optics is 
a beneficial applications to remote sensing analysis, and it 
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has possibility of application to a hot cell environment by 
delivering laser energy to the target and by collecting the 
plasma light. The Fiber-Optic LIBS (FO-LIBS) system used 

to measure the Pu/U ratio of the process material of ACPF 
was installed in an air cell of ACPF, and the performance 
will be tested as the spent fuels are introduced to ACPF.

Fig. 2. Detection Efficiency Profile of the ASNC

Fig. 3. LIBS installed at ACPF

PRIDE is an engineering-scale R&D facility, handling non-
irradiated depleted uranium (DU) and surrogates to devel-
op and test key technologies for pyroprocessing prior to 
the development and construction of an engineering-scale 
facility. The demand for robust safeguards applied to py-
roprocessing facilities requires the IAEA to develop new 
measures and techniques to complement the more tradi-
tional safeguards systems. The bus bar system, together 
with portal radiation monitors, were selected and installed 
in the PRIDE facility to support the IAEA safeguards imple-
mentation (PIV, RII etc.) in this facility [9].

Process monitoring data such as the voltage, current, tem-
perature, and humidity are collected from the process 
equipment. Most of the parameters relevant to the PRIDE 
safeguards are collected, and are displayed and provided 
to the IAEA. The PRIDE facility will be used for testing 
a way to develop the safeguards signature of the process 
monitoring data, containment and surveillance (C&S) de-
vice, and the training of IAEA inspectors on the engineer-
ing-scale pyroprocessing facility.
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3.  Safeguards System of Reference 
Engineering-scale Pyroprocessing Facility

The ROK was working closely with the IAEA under the 
ROK’s MSSP to develop a model SG approach for a REPF. 
The REPF design is part of the IAEA’s effort to develop an 
effective safeguards approach for pyroprocessing facilities. 
As a  result of the project, a model Design Information 
Questionnaire (DIQ), a model Facility Attachment (FA) and 
a model SG approach were prepared [10].

The concept of the REPF is now being revised to 30 
MTHM throughput the facility, REPF+, to investigate the 
scale-up effect of the safeguards. One of key features of 
REFP+ is the allowance of nuclear material mixing be-
tween campaigns, whereas the material mixing was limited 
in the REPF. A simulation program, PYMUS, has been de-
veloped to analyse the nuclear material flow and calculate 
the MUF uncertainty [11]. The PYMUS is being upgraded 
to evaluate the detection probability based on a statistical 
test for the various diversion scenarios. Based on the ex-
perience with the ROK MSSP, the IAEA is well on its way 
to establishing effective safeguards for future engineering/
commercial scale pyroprocessing facilities.

4. Conclusions

KAERI has developed several nuclear fuel cycle facilities 
(DFDF, ACPF and PRIDE) for research activities on spent 
fuel treatment. The ROK designed the REPF through IAEA 
MSSP and developed a safeguards system for the REPF, 
which was reviewed by the IAEA. KAERI is developing an 
advanced safeguards system, including nuclear material 
accounting technologies and a new safeguards approach 
for pyroprocessing facilities in parallel with the process 
technology development and facility design.

The application of Safeguards by Design (SBD) to these 
efforts will contribute to improving the non-proliferation 
and safeguards technology such that pyroprocessing 
technology can be realized in the future. It is expected that 
the deployment of these safeguards technologies will be 
useful for the advanced nuclear fuel cycle.
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Abstract:

The IAEA has proposed in its long-term R&D plan, the 
development of technology to enable real-time flow 
measurement of nuclear material as a part of an advanced 
approach to ef fective and ef f icient safeguards for 
reprocessing facil ities. To address this, JAEA has 
previously designed and developed a neutron coincidence 
based non-destructive assay system to monitor Pu directly 
in solutions which contain little fission products after 
a  purif ication process. A  new detector to enable 
monitoring of Pu in solutions with numerous FPs is being 
developed as a joint research program with U.S. DOE at 
the High Active Liquid Waste (HALW) Storage Facility in 
Tokai Reprocessing Plant.

As the first step, the design information of HALW tank was 
investigated and samples of HALW was taken and analyzed 
for Pu concentration and isotope composition, density, 
content of dominant nuclides emitting gamma ray or 
neutron, etc. in order to develop a model of the HALW tank 
for calculation with the Monte Carlo N-Particle Transport 
Code (MCNP). In addition, gamma ray source spectra were 
given by Particle and Heavy Ion Transport code System 
(PHITS) calculation using extracting peaks from the analysis 
data with germanium detector. These outputs are used for 
the fundamental data in the MCNP model which is then 
used to evaluate the type of detector, shielding design and 
measurement positions. In order to evaluate available 
radiations to measure outside the cell wall, gamma ray and 
neutron measurement were carried out and the results were 
compared to the simulation results. The measurement 
results showed that there are no FP peaks above 3 MeV.

This paper presents an overview of the research plan, 
characteristics of HALW, development of source term for 
MCNP, simulation of radiation dose from the HALW tank 
and radiation measurement results at outside of cell wall.

Keywords: Pu monitoring, High level liquid waste, Repro-
cessing facility, Non-distractive analysis

1. Introduction

The IAEA has proposed in its long-term research and de-
velopment (R&D) plan[1], development of improved tools 
and techniques to enable real-time flow measurements 

technology of nuclear material including Pu as an ad-
vanced approach to conduct reprocessing safeguards ef-
fectively and efficiently. The solution monitoring and meas-
urement system (SMMS), which has been installed for 
continuous monitoring for reprocessing safeguards, can 
only monitor density, temperature and level of solution. 
Thus, direct Pu monitoring in the solution by SMMS is im-
possible. At JAEA, we have already designed and devel-
oped a neutron coincidence based non-destructive assay 
(NDA) system[2] to directly monitor pure Pu solution after 
extraction and purification. It has been confirmed that a to-
tal measurement uncertainty of less than 6% could be 
achieved, which could be applied as a partial defect verifi-
cation. However, In the reprocessing plant, Pu including 
FP is being stored as inventory or retained waste. The Pu 
including FP has an extremely high radiation dose rate 
making it difficult to access and it’s a challenge to develop 
a technology for monitoring of Pu with FP. Establishment 
of monitoring technology is important in order to increase 
transparency of material control and accountability 
(MC&A). Thus, JAEA has initiated development of a new 
technique to monitor Pu with FP, through a joint research 
program under the United States Department of Energy 
(US DOE) and the Ministry of Education, Culture, Sports, 
Science and Technology (MEXT) of the Japanese 
government.

2. OVERVIEW

2.1 Plan[7]

Although the most suitable test area is the input accounta-
bility tank or first extraction process, the JAEA’s Tokai Re-
processing Plant (TRP) is no longer operating. Since HALW 
solutions contain both Pu and FP, the HALW tank (Fig. 1) 
was selected as the place where the technology will be de-
veloped and tested under this R&D program. The HALW 
tank is shielded by a concrete cell and it is possible to 
place detectors at the inside/outside of the concrete cell. 
Figure 1 shows the image of the Pu monitoring technology 
development. The purpose of the R&D is the development 
of a detector that can monitor Pu solutions containing FP.

The development is carried out under cooperation with 
U.S. national laboratories: Los Alamos National Labora-
tor y (L ANL) and Lawrence L ivermore Nat iona l 
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Laboratory (LLNL). At first, the radiation (type and inten-
sity) from the HALW is characterized and measurement 
technology is selected. Then, appropriate detector is 
designed and developed. The optimized detectors are 

tested and evaluated at the HALW tank with changing 
liquid level as shown in Fig. 1. This technology has the 
potential to be applied to real time monitoring for the en-
tire reprocessing plant.

 

Figure 1: Image of Pu direct monitoring technology development

The study of development of a new technique to monitor 
Pu with FP is being carried out from 2015 to 2017. The 
timetable for the project is shown in Table 1.

2015 1. Design information and composition survey of HALW(JAEA)

The design information for HALW tanks and concrete cells was reviewed to develop a simulation model. Radiation (type 
and intensity) using alpha spectra and gamma spectra, and composition using mass analysis were investigated to 
develop an input file for simulation. Using HALW analysis data of gamma spectra and neutrons, the radiation dose rate in 
HALW tank was estimated for the input file for simulation.

2. Radiation study (JAEA)

Gamma rays and neutrons were continuously measured outside of the concrete cell, where the HALW is located, to study 
placement of the detector and radiation characteristics. The detectors used were high purity germanium (HPGe) detector 
for gamma rays and six He-3 tubes for neutrons [3].

2016 2. Radiation study (JAEA/LANL)

Gamma rays were continuously measured inside of the concrete cell, where the HALW is located, to study placement of 
the detector and radiation characteristics.

3. Evaluation by simulation (LANL/LLNL)

LLNL made a common model and simulate gamma rays to benchmark ion chamber measurements help JAEA with 
gamma detector design. LANL will use this common model to simulate the neutron flux from the HALW tank to support 
the neutron detector design development.
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In the implementation of this technology development, 
JAEA has received the support of LANL/LLNL based on 
the implementing arrangement between MEXT and DOE 
concerning cooperation in the field of nuclear energy-relat-
ed research and development.

3.  The results of composition research of HALW

3.1 Analytical tools for HALW solution

Composition research of HALW for our target HALW stor-
age tank (V35) which has the highest concentration of Pu in 
HALW tanks at TRP was conducted in order to develop 
a model of the HALW tank for calculation with the MCNP. 
Especially, gamma-ray spectrum was measured in high en-
ergy range (up to 10 MeV) to understand what kind of gam-
ma rays can be detected at the wide range. Figure 2 shows 
experimental setup of gamma-ray spectrometry. HPGe 
[COAXIAL TYPE Ge Detector (GC2020), CANBERRA] and 
multi-channel pulse height analyzer (MCA) [DSA1000, CAN-
BERRA] connected to HPGe was used for gamma-ray 
spectrometry. Its relative efficiency was 20% at Co-60 1332 
keV and crystal size is	φ 61.9 mm, L 30.8 mm. Figure 3 and 
4 show photos of HALW sample bottle and picture of ex-
perimental setting for gamma-ray measurement. HPGe 

detector and HALW sample is surrounded by Pb introduc-
ing to attenuate background. In order to reduce dose rate, 
sampled 1 ml HALW solution was diluted with nitric acid of 
same acid concentration to 10000 because too high dose 
rate cause high dead time. Other analyzed items and meth-
odologies are shown in Table.2.

Figure 2: Experimental setup

2017 2. Radiation study (JAEA/LANL)

Neutrons will be continuously measured inside of the concrete cell, where the HALW is located, to study placement of the 
detector and radiation characteristics.

4. Detector design and fabrication(JAEA/LANL/LLNL)

Based on the analysis data, simulation analysis results, and preliminary measurement results at the inside and outside of 
the concrete cell, candidate technologies and Pu monitoring algorism will be considered. The test detector will also be 
optimized and designed.

5. Detector setting, calibration and measurement(JAEA/LANL/LLNL)

Detector test with changing high level liquid waste amount.

6. Feasibility evaluation for real time Pu monitoring(JAEA/LANL/LLNL)

The test detector will be demonstrated at HALW tank to validate its measurement capabilities. 

Table 1: Timetable for establishment of Pu monitoring system (Japanese fiscal year)

Figure 3: Measurement chamber and sampling bottle Figure 4: Image of inside of the measurement chamber
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Figure 5: measured gamma-ray spectrum (Measurement time: 550000 [sec])

Analytical item Unit Methodology
Acid conc. mol/L Neutralization Titration with NaOH (Hiranuma COM-1600)

Density g/cm3 Density meter (Anton-paar DMA-35) oscillating U-tube type

Cm conc. Bq/mL SEIKO EG&G using detector “alpha duo”

Pu conc. mg/L Spectrophotometry using cerium nitrate with sludge dissolution by HF

U conc. g/L Spectrophotometry(Shimazu UV-2450) using TOPO - Ethyl acetate -Dibenzoylmethane (DBM)

Gamma 
measurement

Bq/mL Canberra using detector GC-2020

Pu isotopic 
composition

wt% Mass spectrometer(Thermo TRITON) with sludge dissolution by HF, TEVA resin for Pu separation

U isotopic 
composition

wt% Mass spectrometer(Thermo TRITON) with sludge dissolution by HF, U-TEVA resin for U separation

Table 2: Analysed items and methodologies

3.2  Results of gamma-ray and neutron of HALW 
solution [5]

The gamma-ray spectrum from HALW solution was meas-
ured and shown in Fig.5. It is used for source file of MCNP 
simulation.. We estimated neutron yield in V35 with calcu-
lation based on alpha spectra and show it in Table 3. A di-
luted sample was dropped on the centre of a sample dish 
(1ml) and dried gradually as not to bump. Furthermore it 
was heated (it became red state) with a high frequency 

heater. After the cooling, Cm-243 + Cm-244 peaks and 
Cm-242 were measured by the α spectrum analyser and 
Cm amount was calculated as the sum of them. To assure 
the quantity, two measurement sample was prepared from 
same liquid. If the difference of measurement result was 
less than 20 %, we used the value. The rate of (α, n) reac-
tions was calculated multiples of the analytical value, cali-
bration constant, branching ratio, half time, spontaneous 
fission yield and divided by their density. The neutron yield 
can then be used in the input file for simulations.

Nuclide Neutron yield [n/sec]
244Cm 1.09×109

240Pu 8.24×106

242Pu 2.10×106

238Pu 8.47×105

241Am 1.22×104

Table 3: Neutron generation yield in V35

4.  Development of irradiation source input file 
in HALW tank

4.1 Gross count of each peaks

It was necessary to estimate the absolute gamma-ray 
counts emitted from HALW sample for the gamma-ray 
source data in the MCNP simulations. Key points for making 

source data were (1) Evaluation for gamma-ray energy emit-
ted from HALW sample, (2) Peak count quantity, (3) Estima-
tion for emitted gamma-ray quantity. After, we conducted 
more precise energy calibration for the gamma-ray spec-
trum and made peak count estimation. Then we calculated 
the absolute detection efficiency in the analysis geometry. 
As shown in Fig.6 each peak spectrum was cut with straight 
line in red. The gross counts from each peak was estimated 
with this original spectrum as shown in Fig.7.
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4.2  Calculation of absolute detection efficiency by 
PHITS model

In order to confirm how well the HPGe detector could de-
tect gamma rays at the inside of the measurement cham-
ber, a model of the measurement chamber was developed 
as shown in Fig.8. Because the absolute detection effi-
ciency of each peaks was different by each gamma-ray 
energy, we calculated absolute detection efficiency of each 
gamma-ray in analysis geometry by PHITS code as shown 
Fig.9[9]. Cut off energy was set as 1 keV.The absolute de-
tection efficiency multiplied to net counts (Fig.7), then 

gamma ray amounts at V35 tank by the each energy were 
calculated as shown in Table 4. The Bq values were con-
verted to Ci to compare ORIGEN results. The ORIGEN cal-
culation was reflected the reprocessed spent fuels of 
ATR(Fugen), BWR(s), PWR(s) and JPDR(s) from 1977 to 
2006. The inventory of nuclear fuel calculated by the 
ORIGEN was multiplied the transfer ratio to each tanks ob-
tained from liquid transfer history.The evaluated absolute 
gamma-ray intensities were on the same order as ORIGEN 
and the analysis value with gamma spectra as shown in 
Table 5. We succeeded to create gamma ray source file 
for simulation.

Figure 6: cutting spectrum with straight line (gross) Figure 7: Net count of each peak

Figure 8: Model of the measurement chambe Figure 9: Case of the absolute detection efficiency of 50 [keV]

Nucleus Energy 
[keV]

net 
counts

Absolute detec-
tion efficiency 

(PHITS) 
[deposit/source]

Sample 
bottle 

[count/ml]

Measure-
ment 

time[s]

Number of 
disintegra-

tions 
[Bq/ml]

Number of 
disintegra-

tions 
Bq(V35)

241Am(Ci) 59.54 8.23E+06 6.084E-02 1.352E+08 5.615E+04 2.41E+07 1.85E+15

154Eu(Ci) 123.07 6.48E+06 5.785E-02 1.120E+08 5.615E+04 1.99E+07 1.53E+15

134Cs(Ci) 604.80 1.00E+05 1.432E-02 6.983E+06 5.615E+04 1.24E+06 9.56E+13

137Cs(Ci) 661.66 2.94E+08 1.343E-02 2.191E+10 5.615E+04 3.90E+09 3.00E+17

134Cs(Ci) 795.95 7.77E+04 1.144E-02 6.794E+06 5.615E+04 1.21E+06 9.31E+13

Table.4: Net counts, absolute detection efficiency, total gamma ray amounts at V35 tank



69

ESARDA BULLETIN, No. 55, December 2017

Nucleus Evaluation 
value 
[Ci]

ORIGEN 
calculation 

value 
[Ci]

Analytical 
value 
[Ci]

241Am(Ci) 1.85E+15 4.40E+15 1.31E+15

154Eu(Ci) 1.53E+15 5.03E+15 -

134Cs(Ci) 9.56E+13 1.61E+14 -

137Cs(Ci) 3.00E+17 2.66E+17 6.23E+16

134Cs(Ci) 9.31E+13 1.61E+14 -

Table. 5: Evaluated absolute gamma-ray quantity, ORIGEN and 
analysis value

5.  Results of gamma and neutron measurements 
on the outside surface of HALW cell

5.1 Experimental setting

The gamma-ray spectrum and neutron flux were measured 
outside of the concrete cell. Figure 10 shows the measure-
ment point for the gamma-ray spectrum and neutron meas-
urements. We chose two tanks (these call for V35, V36) for 
these measurements. V36 tank has only nitric acid and is 
a spare tank. The result from V36 was compared to the oth-
er results. V35 tank has HALW. Figure11 shows measure-
ment setup outside the concrete cell. There is 1.9 m thick-
ness concrete between detector and HALW tank in outside 
wall of HALW cell measurement. The largest solid angle 
point was selected for measurement point that is the same 
level of HALW tank liquid height.

Figure 10: Measurement point (floor plan)

Figure 11: Measurement setup (cross section view)

Two detectors were used for the gamma-ray and neutron 
measurements. One was HPGe [GMX50-83-A ORTEC] for 
gamma-ray measurements and its energy range was up to 
10 MeV. The other was six He-3 tubes in high density poly-
ethylene to measure neutrons (singles rate). Figure 12 and 
13 show the HPGe and six He-3 tubes detector setup[6].

Figure 12: HPGe 

Figure 13: Six He-3 tubes

5.2 Result of gamma-ray measurement

Regarding to HPGe measurement, we could find only 
background peaks. It was determined that the 1.9 m con-
create was too thick to detect gamma-ray emitted from 
HALW tank and Pu monitoring of by gamma rays meas-
urement outside of the cell cannot be conducted. Meas-
urements should be conducted at points with less shield-
ing such as inside penetration pipe or cell.

5.3 Result of neutron measurement

Figure 14 shows the results from the neutron measure-
ment. The horizontal axis shows the measurement cycle 
number (1cycle means 1minute measurement) and the ver-
tical axis shows neutron signal cps.Each point corre-
sponds to the neutron count rate in each cycle. The solid 
lines show mean value of same color points, respectively. 
As you can see in Fig. 14, the neutron response in front of 
V35 was slightly higher than that of V36. Although this may 
indicate that we might be able to detect neutrons emitted 
from HALW tank outside cell which has 1.9 m thick con-
crete, these value is insufficient for Pu monitoring because 
the mean value of V35 was less than 0.1 cps.



70

ESARDA BULLETIN, No. 55, December 2017

Figure 14: Result of neutron measurement.

5.4 Comparison with simulation results

Model [7]

Since Cm-244 is the dominant source of neutrons in the 
HALW, Cm-244 was used as the neutron source term [8] in 
the simulation. The input gamma ray source assumes 
gamma ray spectra measured with an HPGe detector mul-
tiplied by the efficiency curve calculated by PHITS code. 
The results described in section 3.2 and 4.2 were used as 
the radiation source files. We assumed the number of par-
ticles was 1 million. Dimensions and model used for the 
simulation are shown in Fig. 15. Radiation that passes 
through from the concrete cell were simulated at the floor 
of the 1st floor and 3.28 [m] and 1.52 m from the floor of the 
basement. The screw duct is depicted in Fig. 16.

Figyre 15: Model of whole HALW tank(V35) 

Figure 16: Structure of screw duct

Results
Gamma rays were simulated using the gamma ray de-
structive analysis (DA) spectrum from the measurement of 
the diluted HALW sample as an input file (see Fig. 17). We 

understood that gamma rays were almost completely 
shielded about 70 cm away from the inner wall. Based on 
the results of PHITS simulation using DA data as the input 
file, it seems difficult to measure gamma rays directly from 
the HAW tank at the outside of the concrete cell as same 
as measured gamma and neutron results.

Figure 17: Gamma rays simulated using gamma ray analysis data 
as an input file

The neutron distribution was simulated using the neu-
tron analysis data as an input file (see Fig. 18). Scattered 
neutrons were detected at 3.28 m from the basement 
floor based on simulation as shown in Fig. 18. We as-
sumed that radiation could be scattered because of the 
structure of screw duct as shown in Fig. 16. There was 
no neutron detection at 1.52 m from the basement floor 
based on the simulation results. Regarding the differ-
ence between 5.3 Fig.14 neutron measurements and 
the simulations, the simulation could not help explain 
the different results.

Figure 18: Neutron distribution simulated using neutron analysis 
data as an input file

6. Conclusion

A project of development of a new technique to monitor 
Pu with FP has been carried out since 2015 as sched-
uled. As the first step, analysis of the HALW to evaluate 
neutron/gamma-ray emitted from solution in the HALW 
tank (V35) which has the highest Pu concentration in 
HALW tank at TRP were conducted. Gamma-ray spec-
trum and neutrons emitted from 1mL HALW sample 
which was diluted with nitric acid of same acid concen-
tration to 10000 was measured. Based on the HPGe an-
alytical results, the absolute gamma-ray value was 
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evaluated with absolute detection efficiency calculated by 
PHITS and gamma-ray spectrum for the input source file.

We performed actual measurements of gamma rays and 
neutrons at the outside of the concrete cell. Gamma-ray 
peaks emitted from HALW solution were not found in 
measured spectrum because shielding effect of the 
HALW tank’s cell which has 1.9 m thickness concreate 
was too high. So we try to conduct gamma-ray spectrum 
measurement at the inside the cell which is less shielding 
effect than outside the cell. On the other hand, Neutron 
response proportional to neutron generation ratio in each 
HALW tank was obtained by neutron measurement at the 
outside of the cell wall. However, it will be also necessary 
to conduct neutron measurements inside the cell be-
cause differences of the mean value of neutron signal on 
each measurement was about 0.1 cps. It is not enough 
count ratio to evaluate the difference because sampling 
error from HALW tank also has about 1% and it include 
the result this time. According to the PHITS simulation, 
detection of gamma rays and neutrons at the outside of 
the concrete cell is difficult. On the other hand, they 
could be detected at the outside of the concrete cell near 
the duct at the basement floor.

For the next step, we will measure gamma rays and neu-
trons at the inside of the concrete cell.
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