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Introduction

Safeguards implementation requires a statistical evaluation 
of declared and verified amounts of nuclear material quan-
tities to assess whether the differences can be explained 
by measurement errors or if they warrant further investiga-
tion. For this reason, the analysis of measurement error 
variances in the operator’s and inspector’s measurement 
systems and the modelling of their propagation into rele-
vant evaluation statistics was researched within the safe-
guards community in the 1970s and 1980s. The approach-
es developed and the associated terminology have been 
consistently used since and are currently undergoing re-
view and enhancement. Technical progress towards the 
end of the 20th century pushed the performance of meas-
urement technologies in many disciplines to their practical 
or even theoretical limits of applicability, while increasing 
international cooperation, culminating in deep global sup-
ply chains, required a commonly understood way to com-
municate measurement results and associated uncertain-
ties. The metrological community responded to these 
needs by defining an international standard, the ‘Guide to 
the Expression of Uncertainty in Measurement’ (GUM). 
Since its first publication in 1995, this standardized ap-
proach of first-principles (“bottom-up”) uncertainty quanti-
fication (UQ) and the associated terminology have been 
adopted by an increasing number of laboratories, including 
those where nuclear material (NM) samples from the fuel 
cycle are regularly analyzed and those where instruments 
for destructive analysis (DA) and non-destructive assay 
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Abstract

At the occasion of the Consultants Group Meeting held to 
review the “International Target Values 2010 for 
Measurement Uncertainties in Safeguarding Nuclear 
Material” [3], discussions between experts highlighted the 
need to improve communication between dif ferent 
safeguards measurement communities, e.g. laboratory 
analysts, non-destructive assay specialists, safeguards 
data evaluators, and to reconcile their approaches to 
estimating measurement uncertainties. The purpose of this 
paper is to contr ibute to reaching a common 
understanding of the terminology and methodologies used 
by different professional groups in the field of uncertainty 
quantification.  
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(NDA) of NM are developed and calibrated. The adoption 
of the GUM is not complete but will eventually lead to eve-
ry reputable laboratory measurement result being metro-
logically traceable and accompanied by a defensible un-
certainty statement. On the other hand, the NDA 
measurement community faces specific UQ challenges, 
such as incompletely controlled measurement conditions 
and item-specific biases. Error variance propagation is a 
key component of UQ using both analytical and Monte 
Carlo approaches, however there is no general NDA UQ 
guide analogous to the GUM. The need for more compre-
hensive bottom-up UQ for NDA, including model-based 
adjustments of test items to calibration items is recog-
nized. The GUM recommends and, in its capacity as an in-
ternational guide published by the Joint Committee for 
Guides in Metrology (JCGM) of the Comité International 
des Poids et Mesures (CIPM) – i.e. the International Com-
mittee for Weights and Measures - also prescribes, a dif-
ferent terminology from the one traditionally employed by 
some of the authors and specialists in the analysis of 
measurement errors in safeguards, who typically are edu-
cated in the field of statistics. Further, certain sections of 
the GUM, especially in its earlier versions, explicitly dis-
courage references to concepts that are central to safe-
guards practice, such as the concept of the true value of a 
measurand and the concept of an error model that explic-
itly distinguishes between random and systematic errors.

This dual difference, both terminological and conceptual, 
complicates communication between professional com-
munities interested in measurement uncertainty, such as 
the safeguards laboratories and the safeguards statistical 
evaluation services. Attitudes have ranged from a desire to 
explain and to convince the other community to a more or 
less benign mutual neglect, but recently the communities 
took the opportunity to learn from each other. With this ar-
ticle the authors wish to overcome the undesirable impedi-
ments to communication between the relevant profession-
al communities by reconciling the safeguards statistical 
error model with the GUM-based analysis of measurement 
uncertainties. The GUM is mostly known for bottom-up 
UQ used by metrologists, but also includes information re-
garding top-down UQ often used by statisticians. On the 
other hand, safeguards evaluators focus on top-down UQ 
by analysis of paired operator-inspector data, but also  
make use of bottom-up UQ. Properly interpreted these ap-
proaches are complementary rather than contradictory 
and hold the promise of mutual interdisciplinary cross-ferti-
lization. Motivated by this perspective, the equivalence of 
top-down paired data analysis as applied by the IAEA with 
GUM-inspired repeatability and reproducibility analysis has 
recently been demonstrated. The approaches are not ex-
pected to be completely unified, because the underlying 
objectives are different, but the potential benefits of con-
vergence in areas of overlap are identified and steps to-
wards such convergence are recommended.

Starting in Section 1  with an historical review of UQ in the 
field of safeguards and the parallel development of the 
GUM, the paper describes in Section 2 and 3 how UQ 
methodologies are respectively used by safeguards data 
evaluators and the DA and NDA laboratories. The purpose 
of Section 4 is to systematically compare and reconcile the 
methodologies and terminology used by these communi-
ties while Section 5 focuses on the statistical bases of UQ 
methodologies.  The complementarity of their purposes 
and the mutual benefits of communication and conver-
gence between the professional communities involved are 
underlined in Sections 6 and 7 which support the paper’s 
conclusion. 

1. Historical Developments and current 
situation

1.1 Safeguards at the IAEA and EURATOM

The International Atomic Energy Agency (IAEA) was estab-
lished in 1957 as an independent intergovernmental organ-
ization in the United Nations system. Article III of the IAEA’s 
statute provides the IAEA with the authority to apply safe-
guards on nuclear material and other specified items. The 
IAEA’s Department of Safeguards’ primary role is to deter 
the proliferation of nuclear weapons by detecting early any 
misuse of nuclear material or technology, and by providing 
credible assurances that States are honouring the obliga-
tions stemming from their safeguards agreements.  

Also in 1957, the European Atomic Energy Community, or 
EURATOM, was established and exists next to the Europe-
an Union as a separate legal entity. Article 77 of the EUR-
ATOM Treaty provides the European Commission safe-
guards system with the authority to ensure that nuclear 
materials are not diverted from their intended civil uses, 
while complying with safeguards obligations concluded 
with third states and international organisations such as 
the IAEA.

In order to detect diversion of declared nuclear material, 
nuclear material accountancy (NMA) is used as the basic 
safeguards measure. NMA is that part of a nuclear materi-
al safeguards program that consists of procedures and 
systems to perform nuclear material measurements, pre-
pare and maintain accounts and records, and perform 
data analyses. Statistical analysis is an essential element 
of effective NMA, and over the past 50 years, highly spe-
cialized statistical procedures have been developed to ad-
dress unique problems encountered in NMA and associat-
ed verification activities [1]:

• Recognition of multiple error sources in a material bal-
ance (e.g., sampling, instrument, analyst, environmental 
conditions).

•  Estimation of variance components associated with 
each error source.
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•  Reconciliation of measurement results from different 
measurement systems and different laboratories, often 
obtained from independent samples taken at different 
times. 

•  Assurance of independent verification of inventories and 
balances.

The safeguards mandate to independently evaluate mate-
rial balance differences including the operator-declared 
Material Unaccounted For (MUF1),  the Shipper-Receiver 
Differences (SRD2), and the projected Difference between 
Operator declaration and Inspector verification D statistic 
(D), fundamentally depends on the estimates of the meas-
urement error uncertainties associated with all nuclear ma-
terial quantities that enter the material balance [2]. Be-
cause the uncertainties associated with MUF, SRD, and D 
are obtained by error propagation methodologies applied 
to estimates of measurement error uncertainties, inde-
pendent evaluation can only be accomplished if methods 
are available that allow safeguards evaluators to obtain 
such estimates.

Hence, early in the history of safeguards a need arose for 
specialized statistical procedures to estimate measure-
ment uncertainties associated with nuclear material quan-
tities, for both the operators’ declared values and for the 
inspectors’ verification results (for verifications by both DA 
and NDA). These estimates needed to be independent, 
i.e., not simply declared by the facility operator and ac-
cepted by the safeguards authority. Because independent 
information is gathered by the safeguards authority in the 
form of verification measurement results on a sample of 
items, this information needed to be utilized, in conjunction 
with the corresponding operator’s declarations, to obtain 
estimates of measurement uncertainty for both operator 
and inspector through the analysis of operator-inspector 
paired differences (or, in the absence of sufficient inde-
pendent measurement data, through the use of interna-
tional target values (ITV) [3], themselves partially derived 
from historical paired difference analysis and other infor-
mation such as the evaluation of laboratory measurement 
capabilities [4].

Methodologies developed for this task as applied to IAEA 
safeguards were first formulated in 1977 by John Jaech in 
the Safeguards Technical Manual (STM) and further devel-
oped in subsequent STM volumes [5], mainly based on his 
earlier work for the U.S. Atomic Energy Commission [6]. As 
methodologies were further refined or newly developed, 
several revisions of the STM were published, with the final 

1 In compliance with safeguards agreements and in application of the related 
NMA provisions, facility operators have to declare their balance and any MUF at 
the end of each material balance period (MBP), for each material balance area 
(MBA) and each nuclear material category. The MUF is defined as the differ-
ence between the physical inventory and the book inventory (accountancy 
ledger).

2 The difference between the quantity of nuclear material in a batch as stated by 
the shipping MBA and as measured at the receiving MBA. 

version (revision 5), re-named Statistical Concepts and 
Techniques for IAEA Safeguards [7], published in 1998. 
More recently, further extensions to the methodologies 
have been developed and tested (e.g. Optanova, a meth-
odology and associated software for determining the opti-
mal top-down estimators of the variances of random and 
systematic errors for paired and three-laboratory data [8]).

1.2 The Guide to the Expression of Uncertainty in 
Measurement (GUM)

In 1977, the International Committee for Weights and 
Measures (CIPM - Comité International des Poids et 
Mesures) asked the Bureau International des Poids et 
Mesures (BIPM) to address the problem of a lack of com-
mon agreement on expressing measurement uncertainties 
in order to facilitate comparison of laboratory results. The 
issue was addressed by the BIPM by convening a working 
group on the statement of uncertainties in 1980, including 
members from a number of national metrology institutes 
from around the world. The chair of the committee specifi-
cally stressed that the main goal of the working group was 
to develop clear and simple rules applicable to the deter-
mination of uncertainties, that these should be generally 
applicable to a large majority of users, and that it would be 
best to produce guidance that can be used at any level of 
metrology [9], [10].

While a major motivation was to address the significant is-
sues being faced by the national metrology institutes eval-
uating measurements, which did not have a transparent or 
even comparable means of calculating and reporting 
measurement uncertainties, the principle of broad applica-
bility was stressed from the outset. The result of the work-
ing group was recommendation INC-1, which was the pro-
genitor of the modern GUM. The recommendations were 
approved by CIPM in 1981 and reaffirmed in 1986. At that 
time the CIPM asked the International Organization for 
Standardization (ISO) to work with a number of other 
standard setting bodies to develop a detailed guide based 
on the broad recommendations. The first full expression of 
the CIPM’s recommendations was the GUM, published in 
1993 [11] which has been periodically updated and is cur-
rently under the auspices of BIPM’s Joint Committee on 
Guides to Metrology Working Group 1. The current GUM, 
published in 2008 [12], has been widely adopted in the an-
alytical laboratory community.

1.3 Common Ground

At about the same time the GUM was developing, the 
IAEA established a set of expected measurement uncer-
tainties associated with safeguards at nuclear fuel cycle fa-
cilities, but lacked specific details regarding the perfor-
mance of measurement systems used for the 
determination of specific safeguarded nuclear materials. 
The Working Group on DA of ESARDA in 1979 presented 
a list of ‘target values’ for the uncertainty components in 
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nuclear material measurements [13]. A number of revisions 
were published [14,15] in consultation with laboratories and 
safeguards organizations, and eventually in 1993 the IAEA 
published a technical report detailing the collaborative ef-
fort [16], followed up in 2000 by the International Target 
Values 2000 (ITV-2000) [17]. The ITV-2000 document list-
ed separately systematic and random components of un-
certainty (which is essential for estimating the uncertainties 
associated with evaluating a material balance) for a num-
ber of measurement methods, and specifically stated that 
the developments related to GUM (referenced as the ISO, 
NIST and EURACHEM guides that were developing con-
currently) involve uncertainty assessments in line with the 
developing GUM guidance. The 2010 ITV document [3] in-
cluded for the first time a third column of uncertainty val-
ues, labelled “ITV”, which are meant to document the total 
uncertainty associated to the methods listed in the tables.

In the following years, progress was made by both the lab-
oratory and the safeguards communities in moving toward 
a better understanding of the methodologies used to esti-
mate measurement uncertainties applicable to the respec-
tive needs of the two communities. However, misconcep-
tions still exist, which were not entirely resolved during the 
consultations for establishing and updating the ITVs, and 
which this article strives to identify and clarify. These col-
laborative efforts between the safeguards and laboratory 
communities in establishing reference values for expected 
uncertainties associated with NMA and safeguards verifi-
cation activities have increasingly highlighted the need for 
a common understanding of the statistical basis, terminol-
ogy, and intended uses of uncertainty estimates applied in 
the course of performing evaluations of safeguards data. 
The “bottom-up” 3 approach to uncertainty estimation at 
the heart of GUM4 (based on propagation of uncertainties 
determined for every component identified as influencing 
the outcome of a measurement) and the “top-down”3 ap-
proach applied to safeguards verification data (based on 
ANOVA of operator-inspector differences) both arose out 
of historical need and serve their respective communities 
well5.

3  A ‘bottom-up” (first principles) approach starts from a measurement equation 
identifying all variables that influence the measurement results and propagates 
the corresponding uncertainty components to establish an uncertainty budget. 
A “top-down” (empirical) approach starts from a statistical measurement model 
and applies analysis of variance to data comparing measurement results with a 
reference such as quality control data or other measurement data, e.g., in the 
context of safeguards, declared data. 

4  Note: the GUM also very briefly treats top-down UQ, but it is better known for 
bottom-up UQ.

5  The deliverable of any laboratory is a measurement result (expressed as a 
measured quantity value with uncertainty and traceability) of a measurand (ana-
lyte in the investigated matrix).The deliverable of the safeguards evaluator com-
munity is, inter alia, an assessment of the statistical significances of observed 
operator-inspector differences and their impact on drawing safeguards conclu-
sions. While the common goal to evaluate measurement data is the same for 
the laboratory and the evaluator communities, the applied models will generally 
dif fer, based on the purpose of their construction and the nature of the 
deliverables.

However, there is much to be gained in ‘reconciling’, which 
means increasing the understanding among the safe-
guards evaluators, laboratories, nuclear facility operators 
and metrology experts, and in finding a shared language 
between the two approaches [18,19,20]. It is the intention 
of this article to bridge ‘gaps’ and facilitate this common 
understanding to the benefit of the safeguards measure-
ment and metrology community, by describing how uncer-
tainty quantification methodologies are used by safe-
guards data evaluators and the DA and NDA laboratories, 
comparing and reconciling the related methodologies and 
terminologies and the underlying complementarity of their 
purposes as well as the mutual benefits of communication 
and convergence between the professional communities 
involved. 

2. Measurement uncertainty analysis in 
safeguards

One of the main purposes of safeguards verification activi-
ties is to detect in a timely manner and to deter the diver-
sion of nuclear material from declared nuclear fuel cycle 
facilities. NMA is the basis for the detection of diversion of 
nuclear material by means of its keystone, material balance 
evaluation (MBE), which is performed for each material 
balance area (MBA), each material balance period (MBP) 
and each nuclear material category (e.g. depleted uranium, 
natural uranium, enriched uranium, the associated 235U, 
plutonium, thorium). In bulk-handling facilities, where nu-
clear material is processed in loose forms such as gas, liq-
uid or powder, and where nuclear material quantities are 
associated with process losses, where hold-up and waste 
have to be estimated, and where most accounting records 
are based on measurement results intrinsically subject to 
errors, MBE statistics such as MUF, SRD and the differ-
ence between the operator’s declarations and the inspec-
tor’s verification measurement results (operator-inspector 
differences, D) are necessarily non-zero. They have to be 
statistically tested to determine whether or not they can be 
explained by the operator’s and inspector’s measurement 
uncertainties.

Before statistical tests can be applied, measurement un-
certainties must be estimated and propagated from the 
item level to the level of the MBA and MBP. The estimation 
of measurement uncertainties is one of the most demand-
ing questions faced by statistical methodologies for safe-
guards. In some cases uncertainty estimates are docu-
mented by facility operators, analytical laboratories and/or 
instrument developers but to support credible conclusions 
regarding the absence of diversion, they need to be vali-
dated independently and their fitness for purpose needs to 
be assessed by safeguards analysts. 

Estimating measurement error variances can be per-
formed, for example, using a “bottom-up” approach via 
calibration certificates and the validation of nuclear 
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operators’ data or a “top-down” approach by analysis of 
variance (ANOVA) of observed operator-inspector differ-
ences, i.e. paired-data. Because calibration-based uncer-
tainty quantification (UQ) does not necessarily account for 
all sources of uncertainty, paired data analysis has tradi-
tionally been the method of choice at the IAEA. On the oth-
er hand, because paired-data based UQ does not only in-
clude the facility operators’ measurement uncertainties, the 
analysis of operators’ data has been the method of choice 
at the European Commission (EC) inspectorate.

In the top-down approach, the observed paired differences 
reflect the combined effect of the operator's and inspec-
tor's measurement errors, and form the basis for the esti-
mation of the relative standard deviations (RSD) associated 
with these errors, which in turn are needed to obtain uncer-
tainty estimates associated with MUF, SRD and D, to cal-
culate verification sample sizes and to establish rejection 
limits for individual operator-inspector differences. Meas-
urement uncertainty estimates are quantified by the abso-
lute (relative) standard deviation of measurement errors, re-
spectively denoted s (δ). The propagation step requires, in 
addition to the separation of the operator’s (so or δo  ) and in-
spector’s (si or δi ) error standard deviations, a further pars-
ing of both of these into a random e.g. (sO,R 

or δO,R  )  and a 
(short-term) systematic e.g. (sO,S or δO,S  )  component, be-
cause the averaging process reduces the effect of random 
errors in multiple measurements while the effect of system-
atic errors is not reduced by averaging, and the different 
mode of propagation of these two error components into 
material balances makes it essential for safeguards ana-
lysts to obtain separate estimates for their respective 
standard deviations. It must be noted that the separation of 
error standard deviations into four components is required 
by the error propagation process regardless of the chosen 
UQ approach.

One of the main difficulties when applying ANOVA to paired 
data is to obtain separate estimates of the four different un-
certainty components. This task is further complicated by 
the need to process outliers and to validate various as-
sumptions (e.g. normally distributed random errors) that are 
necessary for the implementation of certain algorithms. As 
explained in section 1 above, the methods used by the 
IAEA to estimate measurement error variances were devel-
oped several decades ago (e.g. Grubbs Analysis, 1948 [21]) 
and are presently being refined.

When a bottom-up approach is applied to estimate the op-
erator’s error RSDs, the operator’s UQ practice is audited 
and the resulting uncertainties are confirmed to comply 
with latest international standards. The uncertainty associ-
ated with the operator’s declared MUF can then be com-
puted by error propagation in order to perform a statistical 
test of the hypothesis that it can be explained by measure-
ment errors.

3. GUM in the Laboratory

The chair of the BIPM committee tasked to develop what 
became the GUM specifically stressed that the main goal 
of the group was to develop clear and simple rules applica-
ble to the determination of uncertainties, that these should 
be generally applicable to a large majority of users, and 
that it would be best to produce guidance that can be used 
at any level of metrology [9]. The idea of a standardized ap-
proach to uncertainty evaluation is to provide a method that 
is applicable to all types of measurements with results (in-
cluding uncertainties) that are transparent and easily uti-
lized by a variety of users (i.e. the value and uncertainty 
should be easily transferrable). While the effort and exper-
tise necessary to produce an uncertainty evaluation is often 
not a simple task, the basic JCGM 100:2008 (GUM Guide) 
approach provides a stepwise and relatively easily taught 
and understood mechanism to uncertainty evaluation that 
has proved to be of great practical value to measurement 
practitioners [12]. While the requirements of ISO/IEC 
17025:2005 and recently ISO/IEC 17025:2017 (and to some 
extent ISO/IEC 17043:2010 and ISO Guide 34:2009 and 
more recently ISO 17034:2016) have driven the utilization of 
the GUM, in workshops conducted throughout the nuclear 
measurement community, the use of the GUM approach 
has engendered much positive discussion and has been 
typically embraced by laboratory staff and management 
around the world [22,23,24,25]. In particular, laboratory 
professionals from bench technicians to measurement ex-
perts have indicated that the GUM gives them a usable 
framework for a better understanding of their measure-
ments, helps them  to identify potential problem areas, and 
provides them with useful guidance on how to report 
measurement results in a transparent and organized 
manner.

A simple example demonstrating the practical use and 
benefit of the GUM arose during an introductory workshop 
at a US national laboratory when staff assigned to perform 
assay measurement of a plutonium storage tank provided 
their measurement method for modelling and evaluation by 
GUM.  The tank was measured for accountability purposes 
on a semi-annual basis and results were submitted to the 
material accountancy organization.  The procedure speci-
fied the use of a random error RSD of 4% for the distance 
of the detector from the tank (76 cm +/- 3 cm), to account 
for imprecision in reproducible placement of the detector.  
Employing the GUM methodology for this procedure was 
straightforward, with the result that the error RSD ascribed 
to the distance of the detector from the tank contributed 
nearly 80% to the overall RSD of the measurement.  The 
entire exercise took about half an hour to perform. The 
technicians were particularly surprised at the influence of 
the distance uncertainty on the overall RSD and awareness 
was created among the technicians, lab manager and sta-
tistical staff of the laboratory. 
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The point of this simple example is to illustrate that the ba-
sic principles of the GUM are relatively easily grasped and 
implemented, that the GUM provides an accessible tool to 
measurement practitioners of varying expertise, and that 
these attributes provide a useful means for those perform-
ing and/or using measurement results to better understand 
their measurement processes. Similar positive results have 
arisen in a number of situations during workshops and dis-
cussions among laboratory staff. 

More complex examples that arose during GUM uncertain-
ty evaluations included demonstrations emphasizing the 
use of isotopic ratios rather than abundances in uncertainty 
determinations, the correlation of mass bias (K-factors) in 
thermal ionization mass spectrometry (TIMS) leading to un-
expectedly small uncertainties for minor isotopes, and 
identifying unexpected significant contributors to certified 
reference materials (CRM) production efforts. In the case of 
the production of CRMs, the creation of GUM uncertainty 
budgets prior to any analytical effort has been invaluable in 
deciding the scope and breadth of effort required for the 
production and certification of a variety of uranium and plu-
tonium CRMs, identifying key contributors to the final prod-
uct's uncertainty [26]. For example the contributions to the 
combined standard uncertainty of a measurement result of 
n(236U)/n(238U) in IRMM-2022 by TIMS are shown in Figure 1 
[27,28]. 

In 2006, the EC-JRC conducted a proficiency testing exer-
cise that included 71 laboratories from 26 countries per-
forming uranium isotopic measurements [29]. A wide range 
of laboratories participated, active in research, environmen-
tal radioactivity measurements, monitoring of nuclear facili-
ties, medical applications and safeguards. Of the 71 

laboratories that submitted measurement results, 30% re-
ported they held ISO 17025 accreditation. Nearly half of all 
laboratories reported that their uncertainties were calculat-
ed according to the GUM. While compliance with ISO 
17025 requires GUM uncertainty evaluations, many labs in 
2006 were already utilizing the GUM without the accredita-
tion. Usage of the GUM has no doubt further increased in 
the ten years since this exercise was completed, with labo-
ratories finding benefit in utilization of the GUM.  

3.1 GUM in Proficiency Testing and Laboratory 
Self-Evaluation

Laboratories, particularly in safeguards, have to demon-
strate their performance over short and long terms by 
means of conformity assessment and quality control tools 
[4]. They are required to have measures in place to ensure 
that the measurement process is stable and in control. The 
GUM-based uncertainty values in the ITV 2010 document 
are being utilized by laboratories and proficiency testing 
providers as benchmarks. The REIMEP-17 inter-laboratory 
comparison (ILC), reported in 2015, utilized the prescribed 
ISO 13528:2005 and ISO 17043:2010 statistics for evaluat-
ing laboratory results’ agreement with the reference values 
for the distributed materials [30,31]. The laboratories in RE-
IMEP 17 were thus evaluated against the ITV-2010 GUM-
based uncertainties to compare their performance to the 
state of the practice for measurements as determined by 
the ITV-2010 document. The New Brunswick Laboratory 
Safeguards Measurement Evaluation Program (SME) utiliz-
es a similar approach,  The 2011 NBL SME Report utilized 
five different fuel-cycle materials, with 23 laboratories par-
ticipating. The submitted results were compared to the ref-
erence values and also the ITV-2010 GUM-based target 

Figure 1:  Uncertainty contributions for the measurement of n(236U)/n(238U) in IRMM-2022
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values [32]. In most instances, the CRMs used in ILCs are 
produced by specialized laboratories using state-of-the-art 
methods and produced painstakingly to yield the smallest 
possible uncertainties at the highest metrological stand-
ards. Laboratories participating in proficiency testing exer-
cises typically perform analyses using standard proce-
dures, at state-of-the-practice levels and in many cases 
employing analytical methods yielding RSDs two-to-tenfold 
larger than the certified RSDs of the material. While the ISO 
13528 and 17043 evaluation methods are useful for as-
sessing agreement with the certified value in these cases, 
the additional comparison utilizing the ITV-2010 GUM-
based uncertainties is of particular practical value in com-
paring laboratory and method performance. 

Given the increasing use and importance of the ITV-2010 
GUM-based RSDs, the refinement of the GUM based val-
ues could be addressed in a future revision of the ITV doc-
ument, more accurately representing GUM-compliant un-
certainties as determined in the field. The use of ILC 
exercise results and individual laboratory reporting is vital to 
this effort [33,34].  In conjunction with the next revision of 
the ITVs, the GUM-based laboratory performance values 
may be issued in a separate document. This would distin-
guish them from the ITVs, which are derived from historical 
paired difference analysis and other information, but not 
exclusively from the evaluation of laboratory measurement 
capabilities. This will distinguish them from the ITVs, which 
are partially derived from historical paired difference analy-
sis and other information but not exclusively from the evalu-
ation of laboratory measurement capabilities.

3.2 Fit-for-purpose according to GUM

The purpose of performing a measurement is to provide a 
result with stated uncertainty and traceability of a measur-
and to be utilized by one or more users for various purpos-
es. A measurement result lacking a value an uncertainty or 
traceability is meaningless and not useable. For the pur-
pose of decision making or conformity assessment, the 
measured value and uncertainty must be transferrable and 
comparable by the end-users. The result would provide 
measurement producers and users with the ability to dem-
onstrate fitness for purpose, demonstrate laboratory profi-
ciency and provide assurance of laboratory capability [35]. 
The methodical and accessible approach to uncertainty 
evaluation provided for by the GUM has been embraced 
within the nuclear measurement community and has been 
established in a large variety of nuclear measurement labo-
ratories worldwide. It is worth noting that, given the specific 
purpose described in section 2,  the IAEA, which is using 
the top-down paired data approach for UQ, does not need 
to take reported measurement uncertainties from either 
operator or inspector laboratories into account. 

3.3 Destructive analysis (DA) Laboratory

To achieve traceability, one must link measurand identity 
and quantity value to a stated reference (preferably via cali-
bration standards and CRMs). To give an example, DA nu-
clear laboratories are routinely measuring the plutonium 
amount in a plutonium nitrate solution sample [36]. They 
need to provide an accurate and traceable measurement 
result within the respective ITV-2010 GUM-based uncer-
tainties. Often the method of choice is Isotope Dilution 
-Thermal Ionisation Mass Spectrometry (ID-TIMS). In ID-
TIMS, using a 242Pu enriched material as the spike, the 
239Pu content in an unknown sample can be determined by 
isotope dilution, through a measurement of the isotope ra-
tio R(242Pu/239Pu, B) in the blend. Following the GUM’s ge-
neric measurand equation

  (1)

where Y denotes a measurand determined from N other 
quantities X1, X2, …,XN through the functional relationship f.

the plutonium amount content can be calculated as follows 
[37]:

                                                       
(2)

where:

R(mPu/239Pu, X) = amount ratio mPu/239Pu in the unknown 
sample material X

R(mPu/239Pu, Y) = amount ratio mPu/239Pu in the known 
spike material Y

R(mPu/239Pu, B) = amount ratio mPu/239Pu in the measured 
blend material B

m(X) = mass of the unknown sample used in the 
measurement

m(Y) = mass of the spike solution used in the measurement

c(239Pu,X) = amount content (moles) of 239Pu / g sample 
material

c(242Pu,Y) = amount content (moles) of 242Pu / g spike 
solution

c(Pu,X) = amount content of Pu / kg sample material

c(Pu,Y)  = amount content of Pu / kg spike solution 

If any of these components (analyte, value, uncertainty, 
unit) is missing, the measurement is meaningless. Labora-
tories estimate the combined standard uncertainty of a 
measurement result by applying either the bottom-up or 
top-down approach. In the bottom-up approach the uncer-
tainties of each factor in the measurement model are esti-
mated and these individual uncertainties are combined 
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according to the law of error propagation applied to Eq. (1) 
[38]   

   
(3)

where y denotes the estimate of Y and xi denotes the esti-
mate of Xi.

In the top-down approach, combined effects covering sev-
eral factors - also unknowns - are estimated using uncer-
tainties due to repeatability (urep), intermediate precision (uip) 
and “trueness” (ut), as established by means of a CRM, 
combined with uncertainties for calibration (ucal) [39]. 

  (4)

If performed accurately and documented properly, so that 
it is possible for an external auditor to reproduce how the 
combined standard uncertainty was estimated, the labora-
tory is fully compliant with ISO standards independently of 
the chosen approach. One main advantage of a bottom-up 
approach is that it yields detailed information for method 
improvement, whereas such information is not revealed by 
a top-down approach.

3.4 Non-destructive assay (NDA) Laboratory

NDA of items containing nuclear material uses calibration 
and modelling to infer item characteristics such as nuclear 
material mass on the basis of detected radiation such as 
neutron and gamma emissions. Three specific issues in UQ 
for NDA are as follows.

NDA is often applied in challenging settings because the 
detector is brought to the facility where ambient conditions 
can vary over time, and because the items to be assayed 
are often heterogeneous in some way. Because of such 
challenges, dark uncertainty [33] can be large, as is evident 
whenever bottom-up UQ predicts smaller uncertainty than 
is observed in empirical (top-down) UQ [34] (by “uncertain-
ty” we mean the reproducibility standard deviation as 
quantified, for example, in an ILC) [39].

NDA is widely applied in situations where the items subject 
to measurement differ substantially from the calibration 
items; therefore, the concept of item-specific bias has long 
been recognized [40,41]. 

Currently, there is no general UQ guide for NDA that is 
analogous to the GUM. But, the GUM is typically followed 
for the error variance propagation steps in UQ, and each 
NDA method has a specific and documented implementa-
tion of UQ, for example, ASTM C1514 for the enrichment 
meter principle (EMP) as discussed in full detail elsewhere 
[42]. However, this NDA example  needs to be presented 
here in a consolidated manner to follow the reasoning 

towards reconciliation of complementary approaches as 
discussed later on in sections 5 and 6  

Example: Enrichment Meter Principle (EMP) for gamma 
spectroscopy 

This sub-section provides an example that involves calibra-
tion of gamma spectroscopy in order to describe some of 
the statistical aspects of bottom-up UQ. The amount of 
235U in an item can be estimated by using a measured net 
weight of uranium U in the item and a measured 235U en-
richment (the ratio 235U/U). Enrichment can be measured 
using the 185.7 keV gamma-rays emitted from 235U by ap-
plying the EMP. The EMP aims to infer the fraction (enrich-
ment) of 235U in U by measuring the count rate of the 
strongest-intensity direct (full-energy) gamma from decay of  
235U, which is emitted at 185.7 keV [43,44,45]. The EMP as-
sumes that the detector field of view into each item is iden-
tical to that in the calibration items (the “infinite thickness” 
assumption), that the item must be homogeneous with re-
spect to both the 235U enrichment and chemical composi-
tion, and that the container attenuation of gamma-rays is 
equal or similar to that in the calibration items, so that em-
pirical correction factors have modest impact and are rea-
sonably effective. If these three assumptions are met, the 
known physics implies that the enrichment of 235U in the U 
is directly proportional to the count rate of the 185.7 keV 
gamma-rays emitted from the item. It has been shown em-
pirically that under good measurement conditions, the EMP 
can have a random error RSD of less than 0.5 % and a 
long term bias of less than 1 %, depending on the detector 
resolution, stability, and extent of corrections needed to ad-
just items to calibration conditions. However, in some EMP 
applications, the random error RSD can be larger than bot-
tom-up UQ predicts (see next paragraph) and larger than 
the 0.5% target random RSD. For example, assay of the 
235U mass in UO2 drums suggests that there is larger-than-
anticipated random RSD in some deployments of the EMP.

To investigate UQ for the EMP, Burr et al. [46] fit the known 
enrichment in each of several standards to observed 
counts in a few energy channels near the 185.7 keV energy 
as the “peak” region and to the counts in a few energy 
channels somewhere below and above the 185.7 keV ener-
gy but outside the peak area to estimate background (two-
region EMP method), expressed as

   (5)

where Y is the enrichment, X1 is the peak count rate near 
185.7keV, X2 is the background count rate in neighbouring 
energy channels near the 185.7keV peak region, and R is 
random error. Figure 2 is an example low-resolution (NaI 
detector) gamma spectrum near the 185.7keV. The two 
background ROI counts can be combined into one count, 
resulting in two predictors as in Eq. (5): X1 is the peak ROI 
counts and X2 is the background ROI counts to be used to 
predict enrichment E in Eq. (5) using least squares 
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regression. There will be measurement errors in X1 and X2 
and there will often be correction factors applied to X1 and 
X2, for example, to adjust test item container thickness to 
calibration item container thickness. Calibration data is 
used to produce estimates  of the two model pa-
rameters,  . The covariance matrix of the random 

variables   is not necessarily well approximated by 
the usual least squares expression because of errors in X1 
and X2. Therefore, [44,45] suggest that the mean squared 

error (MSE) in  be estimated using simulation of the cali-
bration procedure, which easily allows for errors in X1 and 
X2 arising from Poisson counting statistics, and also arising 
from other sources, such as container thickness (with or 
without an adjustment for the measured container thick-
ness) varying among test items. Errors in X1 and X2 due to 
imperfect adjustment for container thickness can manifest 
as item-specific bias. The simulation strategy in [44,45] and 
the summary sub-section below illustrate how item-specific 

bias can be understood and estimated. The MSE in  is 
defined as usual, as

 
We can express the simple calibration Eq. (5) as in Eq. (1), 
where we identify X1 as  , X2 as  , X3 as X1, and X4 as X2, 
respectively, with cov estimated by simulation, so 
with some effort, GUM’s Eq. (1) could be used to estimate 

  and cov , although Elster [47] points out that 
GUM’s Eq. (1) is not actually designed to be applied to cali-
bration applications, regardless of whether there are errors 
in the predictors X1 and X2 (which complicates the data 
analysis). Some of the numerical bottom-up UQ examples 
in [44,45] have estimated random error RSD ranging from 
less than its 0.5% target to approximately 1.0% (because of 

item-specific biases arising due to container thickness vari-
ations and other effects,) but less than the 1.81% reported 
from empirical (top-down) UQ of the UO2 drums example 
by Walsh et al. [48]. 

Figure 3: plots the average residual versus the true enrich-
ment in fitting Y as a function of X1 and X2 (Eq. (5)). Because 
105 simulations were used, simulation error is negligible 
[49]. Figure 3: (b) is an example of a simulation-based bot-
tom-up prediction of uncertainty due to calibration errors. 
The caption of Figure 3: lists the data and measurement er-
ror standard deviations in Y, X1, and X2 in training (calibra-
tion) and testing, which can be modified to mimic the effect 
of varying container thickness, with or without an adjust-
ment for container thickness being different in training than 
in testing items.

Burr et al. [50] compare simulation-based UQ to analytical 
approximations of UQ for calibration data. If the operator 
uses some other method, such as DA, then the operator’s 
DA measurement can be assessed using separate 
simulation. 

Discussion

Generally in NDA applications, items emit neutrons and/or 
gamma-rays that provide information about the source 

Figure 2: Example low-resolution (NaI detector) gamma spectrum 
near the 185.7keV peak with two background regions (one region 
below the 185.7 keV peak and one region above the 185.7 keV 
peak)

Figure 3: The average residual (a) and the MSE  (b) in testing data, 
using the same values for testing and training. Results are based 
on 105 simulations so simulation error is negligible. The data, 
collected during 2015 at Oak Ridge National Laboratory are 
enrichment Y = {0.3166, 0.7119, 1.9420, 2.9492, 4.4623}, and
X 1  =  { 5 6 16 ,10 2 9 8 , 2 5 0 9 3 , 3 710 3 ,  5 517 8 } ,  
X2 = {1803, 1815,1914,1984,2132}. The assumed absolute 
error standard deviations  were 0.0035 in Y and 1% of the 
range of X1  in X1  and 1% of the range of X2 in X2.
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material, such as isotopic content. However, item proper-
ties such as density, or the distribution of radiation-absorb-
ing isotopes, which relate to neutron and/or gamma ab-
sorption behaviour of the item, can partially obscure the 
relation between detected radiation and the source materi-
al; this adds a source of uncertainty to the estimated 
amount of SNM (Special Nuclear Material) in the item. One 
can express item-specific impacts on uncertainty using a 
model such as

  (6)

where CR is the item’s neutron or gamma count rate, M is 
the item SNM mass, g is a known function, and 

 are N auxiliary predictor variables such as item 
density, source SNM heterogeneity, and container thick-
ness, which will generally be estimated or measured with 
error and so are regarded as random variables. To map Eq. 
(4), to GUM’s Eq. (2), write 

  (7)

where the measured CR is now among the M = N+1 in-
puts. Note that Eq. (6) is the same as Eq. (1), but some of 
the Xi  account for item-specific departures from reference 
items used for calibration.

Top-down UQ used in MBE estimates the random and 
short-term systematic standard deviations  and , 
which are estimated from data sets that have items meas-
ured by each of two or more assay methods. The net ran-
dom error can include variation in background that cannot 
be perfectly adjusted for, Poisson counting statistics ef-
fects, item-specific biases, and other random effects. In 
principle, each of  could be estimated for each 
item as part of the assay protocol. However, there would 
still be modelling error because the function f must be cho-
sen or somehow inferred, possibly using purely empirical 
data mining applied to calibration data [51] or physics-
based radiation transport codes. Typically, only some of 

 will be measured as part of the assay protocol. 
Most assay methods rely on a calibration step [52]; as men-
tioned, calibration is not fully addressed in the GUM [53, 47, 
54, 44, 45, 46] but one GUM supplement in progress will 
address calibration; and, the GUM is currently being re-
vised to include more detail on calibration [47, 53]. 

4. ‘Bridging the gap’ - Reconciliation of 
terminological and methodological 
differences

Common or mapped terminology and a common mathe-
matical basis are prerequisites for any reconciliation pro-
cess. The limited understanding between the laboratory 
and evaluator communities has a mathematical/logical 
component and also a paradigmatic component. This arti-
cle aims to establish a common language between the 
communities by translating and mapping terms used by the 
two communities. ‘Mapping’ means here to list recurring 
perceived differences stemming from semantics, including 
a sociological component in using terminology in a particu-
lar manner within a community, (‘apparent differences’ – 
Table 1) as well as differences originating from the applica-
tion of metrological/statistical concepts (‘conceptual 
differences’ – Table 2). The first can lead to ‘bridging the 
gap’ towards harmonisation of terminology and formalism 
between communities. The latter can lead to ‘bridging the 
gap’ towards mutual understanding, complementarity, and 
convergence, see sections 6, and 7, while maintaining 
those differences of approach that are rooted in different 
requirements in the problem domain. Wherever necessary, 
additional notes and references to publications or other 
sections in this article are in the third column of the Tables. 
‘Reconciled’ in Table 1 means that there is a consensus 
between the laboratory and evaluator communities about 
the listed differences not being conceptual but rooted in 
terminology. Specific terms or concepts that cause recur-
ring misunderstandings between the communities are dis-
cussed in more detail see section 4.2. Although changes 
as a result of the on-going revision of the GUM are not an-
ticipated and beyond the scope of this article, the notes to 
some of the entries in the mapping tables are recommend-
ing a revised version of the GUM when deemed necessary 
[47].
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Terminology used by evaluators in 
safeguards

Terminology used by laboratories in 
safeguards

Notes

Observable, measurand Measurand - quantity intended to be 
measured [VIM 2.3], analyte

[39]

Measured value Quantity value representing a measure-
ment result [VIM 2.10]

Measurement results are quanti-
tative probabilistic statements on 
the measurand.

Estimate of the true value of the 
measurand, associated with meas-
urement errors (random, short-term 
systematic, bias)

Measurement result associated with an in-
terval of reasonable values of the meas-
urand; best estimate of the measurand, 
along with an associated measurement 
uncertainty [VIM 2.19]

The true value of the measur-
and is a fixed and unknowa-
ble constant; the result of the 
measurement of the measur-
and can be quantified. The con-
cept of true value is inseparable 
from the definition of the particu-
lar quantity to be measured, see 
section 4.2

Measurement error standard 
deviation 

Standard measurement uncertainty [VIM 
2.26]

The expression “measurement 
error” may be wrongly used in-
stead of measurement error 
standard deviation,  see sec-
tion 4.2. The absolute error 
standard deviation is usually de-
noted .

Relative measurement error stand-
ard deviation (RSD)

Relative standard deviation (RSD) RSD denotes a relative stand-
ard deviation ( ), i.e. the stand-
ard deviation divided by the ab-
solute value of the mean.

Standard deviation associated with 
the value of a standard

Combined standard uncertainty of a refer-
ence value [VIM 5.18]

Error of a standard may be 
wrongly used as a synonym of 
uncertainty.

Total measurement error standard 
deviation, propagated measurement 
error standard deviation

Combined standard uncertainty [VIM 2.31]

Confidence interval: a range of val-
ues that contains the true (unknown) 
value of a parameter, e.g. the meas-
urand, with a given probability re-
ferred to as the confidence level; 
(adopting the frequentist view that 
in a collection of such intervals the 
percentage that contain the true val-
ue of the measurand should tend to-
ward the stated confidence level as 
their number increases)

Coverage factor k: a multiplication factor 
defining the width of the coverage interval 
of reasonable values of the measurand. 
The choice of k depends on the level of 
confidence required for the measurement 
result, usually expressed as

k  is that value satisfying the probability 
statement in Eq. (G.1a) in JCGM 100 and 

 is an estimate of the standard devia-
tion of 

Confidence level is isomor-
phic but not equivalent to cov-
erage factor: k defines an inter-
val corresponding to  a certain 
confidence level, see JCGM 
100:2008 G 6.1 [55]. 

Total error standard deviation Expanded uncertainty U

Consistency of estimates: the differ-
ence between the values of these 
estimates is smaller than a multiple 
of the standard deviation of the dif-
ference. The level of consistency is 
related to the chosen multiple of the 
standard deviation

Metrological compatibility of measure-
ment results: the difference between two 
measurement results is smaller than the 
expanded uncertainty of their difference 
[VIM 2.47], see sction 4.2

Table 1: Mapping of 'reconciled' terminological differences

1. Terminology - Apparent Differences
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4.1 Differences in approaches

Approaches used by evalua-
tors in safeguards

Approaches used by laboratories 
in safeguards

Difference in approach

Principal objective of uncertainty 
quantification:  to determine the 
significance of observed differ-
ences between  two independent 
determinations of a quantity or 
combined quantities through 
statistical error propagation.

Principal objective of uncertainty 
quantification: to completely qualify a 
single measurement result

It is recognized by both groups that a com-
plete expression of a measurement result 
consists of a quantity value, a statement of 
its uncertainty and a metrological traceabili-
ty statement [VIM 2.41]. However, safeguards 
data evaluation typically deals with algebraic 
combinations of measurements such as differ-
ences, not with single measurements.

Statistical measurement error 
model

Measurement model  - rule for con-
verting a quantity value into the cor-
responding value of the measurand 
[JCGM 104:2009, 3.10]

Measurement results are quantitative probabil-
istic statements on the measurand.

The preferred error model allows 
for long-term systematic error 
(=bias), short-term systematic er-
ror and random error.

Measurement error model 
(simplified)

 denotes the measured value

µµ:  denotes the true (but unknow-
able) value

b:  denotes a bias (long-term sys-
tematic error)

R:  denotes a random error of 
expectation E(R)=0 and of 
standard deviation denoted  

Y,R

S:  denotes a short term systemat-
ic error of expectation E(S)=0 
and of standard deviation de-
noted Y,S

The total uncertainty (standard 
deviation) associated to Y is giv-
en by:

The preferred error model allows for 
Type A errors (can be reduced by 
repetition of measurements) and for 
Type B errors (can be reduced by 
other means). In the expression of un-
certainty the effects of both types of 
error are combined

Measurement model (simplified)

 denotes the measurand

  denotes the estimate of the meas-
urand  ;  includes a correction fac-
tor taking into account the measure-
ment bias (the measurement model 
does not distinguish between bias 
and short-term systematic error) 

k: denotes a coverage factor. 
denotes the estimate of the combined 
standard uncertainty  (Type A, 
Type B uncertainties propagated from 
all input quantities in  including the 
standard uncertainty  associated to 
the correction factor for bias)

The terms in the evaluator’s error model are in-
troduced to describe:

S: a fluctuating error component (of random 
nature) often seen in the data, for example be-
tween inspections or between calibrations, 
which is superposed to random fluctuations 
between individual measurements and 

b: a possible long-term bias, which is not of 
random nature.

When combining standard de-
viations, random and short-term 
systematic components are prop-
agated differently.

The uncertainty being related to a sin-
gle value, the random and systematic 
components are combined in a single 
uncertainty estimate

SG data analysis must take the different be-
haviour of  measurement error components 
through combination of measurement results 
into account, whereas labs deliver a single 
measurement result and strive to minimize any 
short-term systematic component.

The main method of uncertainty 
quantification is analysis of var-
iance based on  paired (or mul-
tiple) data from independent 
measurement methods

Standard methods of uncertain-
ty quantification are repetition un-
der controlled conditions and quali-
ty control (QC) with certified standard 
materials.

Labs can control the measurement conditions, 
can perform as many repetitions as needed 
and have certified reference materials availa-
ble. Safeguards data evaluators on the other 
hand analyze operator and inspector measure-
ments of the same items performed in condi-
tions that they do not control.

Table 2: Mapping of conceptual differences
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4.2 Discussion of recurrent terms of 
misunderstanding 

True quantity value 

The primary objective of the safeguards evaluators, ap-
proach is not to estimate the true value of a measurand but 
to estimate random and systematic error variances by 
means of ANOVA applied to operator-inspector differences 
as described in section 5 and in [48] or by propagation of 
known operator’s and inspector’s measurement uncertain-
ties. The objective of a measurement following the GUM’s 
bottom-up approach as understood  by the laboratory 
community, (see section 3), is neither to determine a true 
value nor to produce separate estimates of random and 
systematic error from paired data, but rather to determine 
an interval of reasonable values of the measurand, based 
on the assumption that no mistakes have been made in 
performing the measurement [39] and that the measure-
ment conditions have been adequately controlled. In terms 
of reconciliation, both approaches rely on the concept of a 
true value to make a measurement meaningful and charac-
terize its performance ([56], GUM D.3.5). In that sense the 
GUM’s measurement objective is to establish an interval of 
values within which the true value of the measurand (with 
sufficiently small intrinsic uncertainty, GUM D.3.4) is be-
lieved to lie, with a given degree of belief, based on the 
available information from the measurement and possibly 
possibly from other sources [48,57]. 

Metrological compatibility 

Metrological compatibility of measurement results is the 
property of a set of measurement results for a specified 
measurand, for which the absolute value of the difference 
of any pair of measured quantity values from two different 
measurement results is smaller than a chosen multiple of 
the standard measurement uncertainty of that difference 
[VIM 2.47,58]. Safeguards evaluation addresses a similar 
but different problem domain concerned with the evalua-
tion of mass differences to determine if they are explicable 
by measurement uncertainties, considering detection prob-
abilities of nuclear material diversion and the risk of false 
alarm. Note: the IAEA (at present) relies mostly on top-
down UQ based on ANOVA independently from any uncer-
tainties reported by the laboratories, to which the top-down 
uncertainty estimates can be compared to identify the ex-
istence of sources of uncertainty outside of or unaccount-
ed for by the laboratories. On the other hand, the EC 
makes use of both operator’s and inspector’s measure-
ment results, including the reported and validated uncer-
tainties, to build a bottom-up uncertainty budget.

Measurment trueness 

Measurement trueness is not a quantity and thus cannot 
be expressed numerically, but a ‘trueness check’ is part of 
a laboratory’s method validation [39]. This means to 

compare the measured value of a measurand associated 
to a certified (matrix) reference material  to its certified 
value  and to assess their metrological compatibility 
in order to exclude any significant bias .

  (8)

The standard measurement uncertainty for  is given by: 

  (9)

If , there is no evidence that the measured 
and the certified value are incompatible (a hypothesis test 
that the bias is zero would not be rejected at the 0.05 sig-
nificance level). Thus, there is no significant bias, no correc-
tion is needed and  is is used in subsequent data evalu-
ation. If there is a significant difference, the laboratory 
preferably improves the method or, in case this is not pos-
sible must correct the measurement model for the quanti-
fied bias and propagate the uncertainty introduced by the 
correction.

Systematic errors and measurement bias. 

A laboratory can tailor its effort depending on the available 
resources to do method validation, including performing 
measurements under repeatability and reproducibility con-
ditions, and to check for trueness, aiming to establish rea-
sonable combined measurement uncertainties to provide a 
fit-for-purpose measurement result. In safeguards verifica-
tion, opportunities to perform measurements under repeat-
ability and reproducibility conditions are severely limited by 
inspection schedules and practicalities - see sections 2 
and 4. In addition, the safeguards authority does not deter-
mine the measurement procedures used by the operators.
Therefore, one source of misunderstanding between the 
two communities lies in the following: 

For the evaluator community, the terms ‘bias’ (or long-term 
systematic error), ‘short-term systematic error’, and ‘ran-
dom error’, are integral parts of the statistical model of 
measurement error. When dealing with operator-inspector 
differences, many sources of error remain unknown. Thus 
one must allow for the presence of both bias and short-
term systematic error. In MBE, a short-term systematic er-
ror is a random variable with expectation zero that is con-
stant for a group of measurements (for example, a group 
can be a time period such as a 1-week inspection period 
each year) and is a component of the total error that cannot 
be reduced by averaging over all measurements in a group. 
The average (expectation) of short term systematic errors 
observed over a long period (a large number of shorter pe-
riods each corresponding to one systematic error observa-
tion) tends to zero. 

Although the laboratory community uses a similar terminol-
ogy, there are clear differences in approaches, particularly 
also because the GUM-based ITVs-2010 are values for 
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uncertainties associated with a single determination result 
[3]. In the measurement model as described in GUM there 
is no notion of ‘time’ or measurement group. From the lab-
oratory viewpoint, a measurement bias is not related to a 
timeframe (short term – long term). In GUM a measurement 
bias is stated to be an estimate of a systematic measure-
ment error; however, we anticipate that the next version of 
GUM will define a bias to be a true unknown quantity, not 
an estimate [59]. But regardless, a reference quantity value 
is required to quantify bias, and if the bias is significant, a 
correction factor with a combined standard uncertainty can 
be applied to the measurement to take this bias into ac-
count. Both the laboratory and MBE communities accept 
the possibility of performing bias adjustments; however, the 
laboratory preferred method if the bias is statistically signifi-
cant is to return to first principles and remove or reduce the 
source of bias. Depending on the MBP, which is commonly 
one year, one can consider that the assessment by a labo-
ratory of a bias by means of a QC chart based on a certi-
fied reference material [38] can correspond to a short term 
or long term systematic error according to MBE terminolo-
gy. In MBE, the term bias is used to denote a long-term 
systematic error, a fixed effect, not modelled as a random 
variable, to distinguish it from the short-term systematic er-
ror, which is modelled as a random variable fluctuating with 
the measurement conditions. A method is unbiased if the 
long-term systematic error is zero. Short-term systematic 
and random errors always exist and propagate differently. 
This is a clear example where the same term ‘bias’ is used 
by the two communities but with different meanings, caus-
ing misconceptions and misunderstanding because it is re-
lated to different effects. The safeguards statistical data 
evaluators partition error variance into random and short-
term systematic in their approach to assess whether a bias 
is significant. From a pure measurement point of view, a 
long term systematic error can only be  assessed via a se-
ries of measurements during a certain time frame [25]. This 
approach cannot be easily implemented in MBE because 
metrological conditions can change across balance peri-
ods. However, laboratories can demonstrate long term 
measurement performance via regular participation in ILCs 
with independent and traceable reference values in compli-
ance with ISO 13528:2005 [60, 61 ,62 ,63]. A recurring 
measurement bias of an operator or safeguards laboratory 
could be translated into an indication for a long-term sys-
tematic error in MBE [4, 61]. In the case of an operator 
measurement bias, this  could also be interpreted as an in-
dicaton of possible diversion. 

5. The statistical basis of different approaches 
to quantification of measurement uncertainty

Reconciling GUM-based UQ and UQ via the IAEA error 
model empirical estimation was approached by reviewing 
the design basis and corresponding mathematical/

statistical formalisms of each. The full scope of this investi-
gation can be found in [48].

Empirical approaches to UQ, such as estimation of vari-
ance components by an appropriate ANOVA, are applied in 
metrology to estimate a specified error variance parameter 
of a measurement method. When estimating variance pa-
rameters in an empirical approach, the precision conditions 
under which the data are collected must be clearly speci-
fied – this includes statements regarding the degree to 
which the sample replicates are true measurement repli-
cates, as well as an acknowledgement of what measure-
ment conditions may have changed when measuring the 
set of items (e.g. day, analyst, calibration, instrument, etc.). 
The statistical model and corresponding estimation ap-
proach in conjunction with the conditions under which the 
replicate measurements were collected imply how the re-
sulting variance estimates are to be interpreted and used in 
subsequent UQ exercises.

Ideally, the term ‘top-down’ uncertainty should only be 
used in conjunction with the specific empirical approach of 
reproducibility studies that deal with measurement replica-
tion across many participant analytical systems, thereby 
covering a wide range of varying environmental conditions 
(this is described in ISO 21748 [64]). Therefore ‘top-down’ 
UQ involves explicit estimation of the reproducibility stand-
ard deviation as defined in ISO 5725 [65]. Estimates of vari-
ance obtained in reproducibility studies comprise a theo-
retically and empirically justified benchmarking of an 
important component of true uncertainty in a measurement 
method – i.e. the reproducibility standard deviation is the 
primary empirically derived parameter for estimating the 
uncertainty of a measurement method. Because of this, es-
timates of the reproducibility standard deviation are used to 
assess the correctness of an analytical laboratory’s uncer-
tainty evaluated for a measurement method.

The current ‘best practices’ approach for UQ of analytical 
methods is the GUM, JCGM:100 2008 [12]. The GUM is of-
ten referred to as a ‘bottom-up’ approach. The measure-
ment method is described by a model equation where all 
input quantities comprising the final measurement result 
are stated. Each input quantity is assigned an uncertainty 
either through experimentation and appealing to the appro-
priate estimation procedure and often application of ANO-
VA or variance components estimation (this is referred to as 
Type A evaluation), or via other sources including expert 
knowledge, published data, reference material certificates, 
physics based limits, etc. (this is referred to as Type B 
evaluation).

The IAEA The IAEA uses many similar methods for MBE. 
The same statistical approaches are appealed to (most no-
tably variance components estimation by ANOVA). The fun-
damental error model assumed for UQ of measurements 
taken for safeguards purposes includes variances 
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accounting for product variability, and also random and 
systematic error variances. The systematic error variance is 
historically modelled to represent the aggregate ‘between 
inspection’ shifts which can be due to many factors, includ-
ing: changes in calibration, inspectors, background, and 
any other effects. The random error variance has been 
demonstrated to be the combination of pure random error 
(variance due to the repeatability of the measurement 
method) plus item specific bias because test samples are 
not true replicates (they are different sampled items from 
the facility).

Walsh et al [48] studied in detail one approach among an 
ensemble used by the IAEA to produce ITVs and uncer-
tainty estimates for use in MBE (Grubbs’ ANOVA applied to 
paired (operator, inspector) verification data obtained over 
multiple inspection periods) and revealed that the estimate 
of random error standard deviation can be almost interpret-
ed as the inverse of method repeatability precision as de-
fined in the international vocabulary of metrology, except 
for being larger by item-specific bias because test samples 
are not true replicates. The short-term systematic error var-
iance estimate can be used in error propagation for MBE. 
MBE requires separately 4 variance components, i.e. the 
random and systematic error variance estimates of the op-
erator and inspector measurement systems since (1) stand-
ard assumptions of the variance components imply that the 
random and systematic error variances propagate differ-
ently through an MBE calculation and (2) MBE comprises 
three statistical evaluations: operator’s MUF, the D Statis-
tics, and the Inspector’s estimate of Material Unaccounted 
For (IMUF).

6. Complementarity of Approaches 

Integrating competences across academic disciplines is a 
creative approach to reaching effective solutions. Going 
beyond disciplinarity might be remedial to problematic 
epistemological and political effects of excessive speciali-
zation. Therefore, disciplinary and interdisciplinary ap-
proaches should not be seen as mutually exclusive, but 
possibly complementary.

As discussed above, the authors are seeking reconciliation 
of terminological and conceptual differences in nuclear 
safeguards quantification of measurement uncertainties. 
The disciplinary UQ approaches involved are those of the 
measurement laboratories, metrology institutes, nuclear 
operators, and safeguards evaluators. These fields original-
ly developed their approach for different specific purposes, 
and today the need for reconciliation is addressed.

The discussion over conceptual and terminological differ-
ences in section 4 showed that a language-mapping table 
could improve the understanding between communities 
adopting different approaches. Although the two main 
ways (top-down and bottom-up) of estimating uncertainty 

in measurements are not contradictory, and the GUM and 
the standard statistical error theory are consistent in the 
probabilistic UQ modelling, in a number of areas they differ 
substantially.

A review of statistical models and computational methods 
[57] highlighted the value they bring to the evaluation of 
measurement uncertainty. A number of problems still be-
yond the reach of GUM such as some aspects of calibra-
tion uncertainty, multi-dimensional absorption spectra, 
ILCs, and attribute testing, can be addressed using top-
down UQ by long-standing observation equations (meas-
urement error models) and statistical analysis [10, 55]. The 
bottom-up GUM approach is therefore complemented, 
rather than contradicted, by top-down statistical models 
and associated ANOVA-based variance component esti-
mation and by Monte Carlo methods.

Contributors6  influential to the GUM revision, propose to 
regard a measurement result as a degree of belief probabil-
ity distribution for the measurand. Descending from the 
pattern of dispersion of values, as well as from uncertain-
ties estimated by expert judgement [64], the probability dis-
tribution reveals the true character of the measurement un-
certainty. The distribution could then be represented, for 
communication purposes only, by simpler summaries, such 
as the mean, mode, or others, and the standard deviation. 

Multidisciplinary approaches to UQ thus complement disci-
plinary ones, introducing elements of elicitation and prior 
knowledge to the distribution of measurement results. This 
way of thinking is formalised in the Bayesian approach to 
inference, and it is identified as an area of potential expan-
sion of GUM, both for bottom-up and top-down UQ, to ad-
dress the challenges that measurement science will be fac-
ing in the years to come [47, 42].

In this article, deductive and inductive logical processes are 
addressed respectively in the top-down and bottom-up ap-
proaches. A deductive approach to processing information 
focuses to the most general first, and then narrows it down 
to the more specific. Conversely, inductive reasoning starts 
with specific observations of input quantities and then 
broadens the concepts up to generalisations and theories. 
It has to be noted that statistical methods stemming from 
inductive reasoning are intrinsic to both, the top-down as 
well as the bottom-up approach [66].

In practical terms, both statistical inference and probability 
theory are used in the metrological approach to UQ. Never-
theless, the input quantities that form the basis of the error 
model will drive the determination of the overall uncertainty. 
To illustrate this, the uncertainties associated with UO2 
drums measurements reported in section 3 are quantified 
focusing on the individual input quantities Xi from Eq. 1. 

6  International conference that celebrated the twentieth anniversary of the GUM 
publication.
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The uncertainties associated to the Xi are then propagated 
bottom-up to estimate the overall uncertainty on Y. Con-
versely, the same example is presented in section 5 by 
Walsh et al [48]. concentrating on the performance of the 
complete method. The reproducibility standard deviation, 
equivalent to the overall uncertainty on Y [48], is derived in 
top-down fashion by estimators applied to the ANOVA on 
paired measurement results.  

As mentioned in section 4.3, MBE requires independent 
estimates of random and systematic components for the 
measurement uncertainties affecting the material balance 
[48]. Both bottom-up and top-down approaches can pro-
vide these estimates, but not without specific weaknesses, 
pointing to the possible advantage of a hybrid approach 
combining the two UQ methods.

1. The bottom-up approach does not necessarily model 
variation in all the effects influencing the measurement 
result [33, 34]. For example, in the UO2 drums example 
that uses the EMP, variation in drum container thickness 
and self-absorption due to elemental matrix and its den-
sity are not fully accounted for. As discussed in section 
3, calibration items differ from measured items, be-
cause calibrations could only be performed using 
drums containing reference material distributed differ-
ently than in measured drums. Hence, factoring expert 
knowledge into Monte Carlo simulations proved to be 
remedial. Failing to identify significant variation of input 
quantities could lead to uncertainty underestimation, 
which in safeguards terms translates into unnecessarily 
high false alarm rates.

2. The top-down approach assumes that all the variances 
associated with the input of the mathematical model 
vary representatively across the reproducibility study. 
However, variations associated with item-specific fea-
tures and/or spectrum background cannot be perfectly 
accounted for based on the measurement method only, 
and would benefit from the expert judgement of an ana-
lyst to assess their impact on the overall measurement 
process. Failing to ensure representative variations in 
the course of the 3-year exercise discussed in section 5 
[48], has the potential to lead to uncertainty overestima-
tion. Thus, uncertainties potentially tuned to conceal nu-
clear material diversion could be deemed acceptable by 
the safeguards evaluators.

Comparing the two estimates discussed in section 3 and 5 
is useful at this stage to assess the completeness of the 
UO2-drums measurement model. The bottom-up UQ ran-
dom RSD values cited in section 3 range from less than its  
0.5% target to more than 1.0%, but less than the 1.81% 
RSD  calculated in the top-down UQ approach applied in 
Section 5 [48]. For practical uncertainty estimates, there-
fore, it is recommended to appropriately use elements of 
both methods, in a hybrid, interdisciplinary way of thinking.

7. Benefits of Convergence

Professionals in Safeguards work in applied science, where 
scientific methods are developed to solve specific prob-
lems effectively, and then operationally optimized to make 
them fit for efficient production (be it performing measure-
ments, analysing samples or evaluating data). Development 
and rehearsal of patterns of thought and their associated 
notation, terminology and jargon is part of the optimization 
process. Other than in the realm of pure science, basic as-
sumptions and theories underlying the practically applied 
methods are not continuously questioned. Professional ex-
changes tend to be with experts in one’s own field, who 
“speak the same language” and follow the same thought 
patterns. Discussions with experts in adjacent fields tend to 
remain at a shallower level, because of a lack of adequate 
understanding of each other’s problem space, preferred 
solutions and accepted terminology. 

Nevertheless, adjacent professional groups, such as staff 
at an analytical laboratory and staff of a statistical data 
evaluation group, can successfully collaborate under the 
premise of mutual recognition of expertise and as long as 
organizational and technical interfaces (such as distribution 
of responsibilities for the various process steps, and data 
exchange formats) are well-defined and respected. Seek-
ing deeper understanding inevitably costs additional effort 
and may create insecurity and friction, as longstanding 
practices are being examined and criticised by knowledga-
ble outsiders.

There are, however, at least two weighty reasons for why it 
is worthwhile to make the effort required to understand 
one’s professional neighbours and to make oneself 
understood:

The first reason is following a broad and accelerating soci-
etal trend: authority, including professional authority, no 
longer goes unquestioned. Institutional status, educational 
credentials and a slightly aloof attitude do not bestow the 
expert with credibility. Credibility flows from an openness to 
review and the willingness to explain. And the capability to 
review and receptiveness to learning is easiest to find in ad-
jacent professional communities. For this reason, no group 
of specialized experts can nowadays afford to not reach 
out to their neighbours.

The second reason is the opportunity to improve one’s own 
approaches and practices by

• accepting, seriously considering and where useful incor-
porating constructive criticism, of which adjacent profes-
sional groups are uniquely capable; and 

• enriching one’s methodological portfolio by testing and 
adopting methods developed by adjacent professional 
groups.
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As an example we consider potential benefits from  conver-
gence between the bottom-up approach and the top-down 
approach to measurement uncertainty estimation within 
the framework of the evaluation of the material balance of a 
bulk-handling nuclear facility, for example a fuel fabrication 
plant or an enrichment plant. A correct and credible as-
sessment of measurement uncertainties is critical, because 
the aggregated and propagated uncertainties determine 
the variances of the fundamental statistics MUF, D and 
IMUF. While the expected value of these measures is zero, 
their actual values for each material balance period are 
non-zero and the crucial question to be answered in the 
evaluation of the facility is, whether the deviation from zero 
can plausibly, i.e. with reasonable confidence, be explained 
by legitimate measurement errors. Should the answer be 
no, alternative explanations, including the possible diver-
sion of nuclear material, would need to be considered.

Bottom-up strives to understand all sources of uncertainty 
from first principles, exact knowledge of measurement 
practices and metrological traceability, see section 4. 

Top-down uses statistical analysis to estimate and allocate 
uncertainties from paired data analysis, see sections 4 and 
5.

Bottom-up analysis usually understates the variances of 
the MUF, D and IMUF statistics, as only known causes of 
uncertainty are within scope of the analysis. Uncertainty 
arising from unknown causes is itself, however, far from be-
ing an unknown phenomenon; it has been termed “dark 
uncertainty” [33]. Such unknown causes can, for example, 
be sampling errors due to material heterogeneity, chemical 
changes to the material over time, human mistakes or un-
controllable measurement conditions. Alique et al.[67] have 
presented a bottom-up methodology for estimation of sig-
ma-MUF; in his example the bottom-up sigma-MUF is a 
factor of 71 smaller than sigma-MUF based on the ITV 
2010 [3]. In the evaluation of nuclear facilities, dark uncer-
tainty can be a large fraction of total uncertainty, and a de-
cision criterion built exclusively on bottom-up uncertainty 
will tend to result in unacceptably high false alarm rates 
and can be perceived as unrealistic.

Top-down analysis provides a more realistic approach as, 
by construction, it takes into account all sources of uncer-
tainty. However this should not lead to accepting (purpose-
fully or not) poor performance, which would decrease de-
tection probability. Therefore, a top-down -approach to UQ 
must be combined with a comparison with ITVs and a 
close monitoring of trends. The causes for significant 
changes must be investigated by obtaining additional infor-
mation about measurement conditions and procedures.

So joining forces is an attractive proposition: “Bottom-up-
pers” can use paired data analysis and three-lab analysis 
based on Grubbs [21] and subsequently improved meth-
ods to allocate uncertainty components, and to quantify 

dark uncertainty not yet covered in their uncertainty budg-
ets. “Top-downers” can feed prior knowledge on the un-
certainty of certain measurement methods into their analy-
sis and use the method of uncertainty-budgeting to identify 
dark uncertainty. A jointly derived decision criterion would 
have a good chance of striking a better balance between 
the twin risks of non-detection and false alarms. Subse-
quently, both groups can collaborate in characterizing and 
reducing the existing unknown sources of uncertainty and 
thereby increase the effectiveness of safeguards. Motivated 
by this perspective, the mathematical equivalence of paired 
data analysis as practiced by IAEA with GUM-based meth-
ods has recently been demonstrated [48].

The dialogue between metrologists, statisticians, mathe-
maticians and laboratory professionals is in full bloom to-
day [55], and this attempt to foster a mutual understanding 
between the laboratory and evaluator community in safe-
guards is believed to be of interest also to other measure-
ment and evaluation disciplines [68, 69, 70]. It is even con-
sidered as a potential contribution to the ongoing process 
of the GUM revision.

It is the authors’ wish that our article should motivate and 
facilitate this kind of fruitful collaboration.
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