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Dear Readers,

I am pleased to provide you with the 50th edition of the Esarda bulletin, a culmination of hard work by authors and, sometimes strenuous but always serious, review process by reviewers of the papers published to an ever wider community covering an ever wider range of themes and activities. On behalf of the Editorial committee, I am grateful to the authors for allowing their good work to be published in our journal and to the reviewers for their most valuable and important contributions to this process thus ensuring that good quality is maintained and continuously improved. Each paper has generally been peer-reviewed by two independent experts and in some rare cases three when the two opinions were opposing and contrasting on important issues. As in issue 49, the papers published in this 50th edition are predominantly those selected by the chairmen of the previous Esarda symposium in Bruges as best papers in addition to other papers independently submitted by their authors to us. The timing of the publication (i.e. issue 49 or 50?) mostly depended on the timing and readiness as regards the peer-review process. Some remaining papers will be published in issue 51.

In addition to peer reviewed papers section, Issue 50 contains under a new section News and Synopses:

- a summary report on the panel discussion held in Bruges on the topic of Disarmament Verification – a Dialogue on Technical and Transparency Issues
- a short editorial followed by the abstracts of two extensive reports by the DA, NDA and NA/NT working groups (WG) which focused on the subject of measurement uncertainties and reference material needs following two workshops organised by them and hosted by the IAEA and DG-ENER respectively. The full reports including a list of recommendations can be promptly viewed and downloaded at: https://esarda.jrc.ec.europa.eu.

The Esarda Editorial Committee continues to strive to increase the visibility and good citation and referencing of your publications within the Esarda bulletin which will ensure accessibility to a wider and more global audience. In order to achieve that many steps are currently being undertaken.

You may notice that since very recently every bulletin published to date (i.e. since 1976!) has been uploaded to the Esarda library and is accessible on the web site. A heading is added for each individual article in our library which will allow other authors to reference the source of the file correctly and in a standardised fashion. Furthermore, migrating the library to a suitable repository or journal management such as Google Scholar thus allowing an automated and correct indexing of the files is also considered together with the upload of all existing Bulletins files in the open source indexing engines. Requests for some other indexing engines are in progress with the benefits this would bring to both authors and readers especially in terms of visibility and citation of their work.

The technical support of my colleague Andrea de Luca in that endeavour and for his work on the new Esarda website are warmly acknowledged.

I would like to thank all authors for submitting their papers to the bulletin and I encourage everybody to cite the work published in the bulletin whenever appropriate.

I wish you all a very happy and successful new year.

Hamid Tagziria
Editor and Editorial Committee Chairman

https://esarda.jrc.ec.europa.eu
Esarda-bulletin@jrc.ec.europa.eu
hamid.tagziria@jrc.ec.europa.eu
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Abstract:

Neutron Resonance Densitometry (NRD) represents a possible option to determine the heavy metal content in melted nuclear fuel. This method is based on the well-established methodology of neutron time-of-flight (TOF) transmission and capture measurements. In particular, NRD can measure both the isotopic and the elemental composition. It is a non-destructive method and is applicable for highly radioactive material. The details of this method are explained in another contribution to this bulletin.

The accuracy of NRD depends among other factors on sample characteristics. Inhomogeneities such as density variations in powder samples can introduce a significant bias in the determination of the composition. In this contribution, the impact of the particle size distribution of such powder samples on results obtained with NRD is investigated. Various analytical models, describing the neutron transport through powder, are compared. Stochastic numerical simulations are used to select a specific model and to estimate the introduced model uncertainty. The results from these simulations will be verified by dedicated measurements at the TOF-facility GELINA of the EC-JRC-IRMM.

Keywords: non-destructive assay; densitometry; neutron time-of-flight; resonance analysis; melted fuel; severe accidents; nuclear safeguards

1. Introduction

Neutron Resonance Densitometry (NRD) can be used to determine the isotopic and the elemental composition of unknown samples [1,2]. NRD consists of a combination of Neutron Resonance Transmission Analysis (NRTA) [3,4,5,6] and Neutron Resonance Capture Analysis (NRCA) [5,6]. Both NRTA and NRCA are non-destructive neutron time-of-flight measurement techniques which are based on well-established methods for nuclear cross section determination [7].

In case that the sample consists of particle-like debris of melted nuclear fuel formed in a severe accident, such as happened in the Fukushima Daiichi nuclear power plants, the inhomogeneity of the sample can introduce a significant bias in the result of an NRD measurement. In this contribution, the impact of the sample inhomogeneity is investigated by comparing different analytical methods with stochastic simulations of the neutron transport through powder samples.

2. Particle Size Models

In the last decades various models have been developed to describe the neutron transport through stochastic media [8]. In this contribution, we consider binary stochastic mixtures of particles (phase $\alpha$) embedded in a matrix (phase $\beta$). The mixture is characterized by the volume fraction of each phase $i = \alpha, \beta$ defined as $\rho_i = V_i / (V_\alpha + V_\beta)$ where $V_i$ is the volume, and by the chord lengths $\lambda_i = 4 V_i / S$ where $S$ is the boundary surface between the different phases. The volume fraction of the particles is also referred to as packing fraction.

In sections 2.1 - 2.3, a brief overview of a number of analytical models available to calculate the neutron transport through a stochastic mixture is given. For detailed information on each of the models and in particular their derivation we refer the reader to the original publications. In section 2.4 two different Monte Carlo methods to calculate the neutron transport through the mixture are briefly discussed.

2.1 Homogeneous Limit

The homogeneous limit, also called atomic mixing, is based on the assumption that the neutron effectively sees a homogenous mixture of particles and matrix material. This assumption holds if the neutron passes multiple particles between interactions, i.e. if the mean free path ($mfp$) of the neutron in the particle is significantly higher than the characteristic particle size $l$: $mfp / l \gg 1$. In this particular case the macroscopic total cross section of the particle-matrix mixture $\Sigma^{hom}$ is simply given by the volume fraction weighted sum of the particle and matrix total cross sections $\Sigma^\alpha$ and $\Sigma^\beta$:

$$\Sigma^{hom} = \Sigma = \rho_{\alpha} \Sigma^\alpha + \rho_{\beta} \Sigma^\beta.$$

The transmission ($T$) of neutrons through a sample of thickness ($R$) is then:

$$T^{hom} = e^{-\Sigma^{hom}R}.$$
2.2 Macroscopic Analytical Model

Kopecky et al. [9] developed a model to describe the transmission of neutrons through a Pu powder sample. Since this model is based on a distribution of the overall thickness of the particle phase rather than on particle properties, the model can be considered as macroscopic.

Within this model it is assumed that the particle phase thickness is log-normal distributed with an additional hole fraction \( f_h \). The transmission through the sample is then given by:

\[
T_{Kap} = (1 - f_h) \int e^{-n' \alpha_x x} \ p(x) \ dx + f_h
\]

where \( n' \) is related to the areal density \( n \), determined from measurements of the mass and sample area, by: \( n' = n / (1 - f_h) \). \( \alpha_x \) is the total microscopic cross section of the particle phase. The variable \( x \) is distributed as a log-normal distribution:

\[
p(x) = \frac{1}{x \sqrt{2 \pi} s^2} \exp \left( - \frac{(\ln x + s^2 / 2)^2}{2 s^2} \right)
\]

with an average value one and the width parameter \( s \). It is further assumed that the cross section of the matrix material can be neglected. In this model the width parameter and hole fraction are free model parameters. An advantage of Kopecky’s model is that both free parameters tend to be uncorrelated parameters in a fitting procedure. In general, Kopecky's model is not restricted to a log-normal distribution of the thickness. Depending on the powder characteristics, a different thickness distribution might be advantageous. The model of Kopecky et al. [9] has been implemented in the least squares fitting program REFIT [10].

2.3 Microscopic Analytical Models

Microscopic model are directly based on properties of the individual particles, such as size and shape distributions rather than on overall properties of the mixture. The following models differ in particular in the underlying stochastic and particle shape assumptions and in complexity. Burrus model for example is quite simple with assumptions inspired from basic reactor physics while Randall’s extended model for example is quite simple with assumptions in-.

The transmission through the sample is then given by:

\[
T_{Bur} = e^{-\Sigma_{eff,Bur} R}
\]

Burrus investigated the transmission of thermal neutrons through boral slabs made out of a heterogeneous mixture of boron carbide and aluminium.

- **Burrus’s Model**: Burrus’s model [11,12] developed a simple model for the effective total cross section \( \Sigma_{eff,Bur} \) of a binary mixture neglecting the matrix cross section. The effective cross section is given by:

\[
\Sigma_{eff,Bur} = -\frac{1}{\lambda_\alpha} \ln(1 - \rho_\alpha F)
\]

where \( F \) is the probability that a neutron does not penetrate a particle. \( F \) is related to the self-collision probability \( P_c \) by \( F = \lambda_\alpha \Sigma_\alpha (1 - P_c) \). The self-collision probability can be determined using Wigner’s rational approximation:

\[
P_c = \frac{\lambda_\alpha \Sigma_\alpha}{(1 + \lambda_\alpha \Sigma_\alpha)}.
\]

- **Doub’s Model**: Doub’s model [13] is based on the calculation of a self-shielding factor \( f_D \) for the particles. The average transmission through a mixture of thickness \( R \) is then given by:

\[
T_{Doub} = e^{-R \rho_\alpha b \Sigma_\alpha}
\]

In case of \( f_D = 1 \) Doub’s model reduces to the homogeneous limit with a zero cross section matrix. Doub underlying assumption is the number of particles that the neutron passes is given by a binominal distribution. In his model the self-shielding factor of mono-dispersed spheres with radius \( r \) is:

\[
f_D = \frac{1}{2} \left( 1 - \rho_\alpha \frac{b s_\alpha g}{g(1 - g)} \right)
\]

with \( y = 2 r \Sigma_\alpha \) and \( g = 0.740 \). \( \overline{T} \) is given by \( \overline{T} = 2 / y^2 \ [1 - (1 + y) e^{-y}] \). Doub extended the model to polydisperse spheres using a volume averaged self-shielding factor \( f_D = \sum_f (V_j / V_\alpha) \). where \( V_j \) and \( V_\alpha \) are the self-shielding factor and volume of spheres with a radius \( r_j \). Doub compared his model to measurements of transmission through a mixture of boron-carbide and aluminium spheres [13] with a minimum self-shielding factor of 0.86. He showed that the measured shape of \( f_D \) as function of neutron energy is well reproduces with the model.

- **Randall’s Model**: While Doub’s model is restricted to spherical particles, Randall developed a more general model based on a stochastic description of the integral transport equation (for more details see Refs. [12,14,15]). When all particles have the same characteristics, the average transmission is given by:

\[
T_{Rand} = \left( \rho_\beta + \rho_\alpha E' \right)^N e^{-R \Sigma_\beta}
\]

with \( E' = [1 + \lambda_\alpha \Sigma_\beta (\sigma_\beta / \lambda_\alpha)]^{[1 + \alpha_\beta / \alpha_\alpha]} \). The particle shape is describe by the average chord length \( \lambda_\alpha \) and the chord length variance \( \sigma_\alpha^2 \). The factor \( N \) is given by \( N = (R a) / \lambda_\alpha \) with the effective linear packing factor \( a = (2 - \rho f X) \). Where \( X = 1 + \sigma_\alpha^2 / \overline{T^2} \). Values for \( \lambda_\alpha \) and \( X \) for different particle shapes are tabulated in Ref. [14]. Randall further extended the description of the transport based on binominal statistics [15]. However, since the final expression involves the calculation of the confluent hyper-geometric function, the calculation tends to be slow and sometimes not stable. Therefore Randall’s extended expression is not considered in this contribution.
• **LP Model:** Levermore et al. [16] and Vanderhaegen [17] developed a model of the neutron transport through a Markovian statistical mixture. In this case, the line segments in a particular phase along a trajectory of the neutron have a decaying exponential probability distribution. The LP model is therefore not based on spherical particles, unlike Doub’s model and to some extent Randall’s model. For a stationary process the transmission through a sample with thickness $R$ is given by:

$$T_{LP} = \left[ \frac{r_a - \hat{S}}{r_a - r_c} \right] e^{-r_c R} + \left[ \frac{\hat{S} - r_c}{r_c - r_a} \right] e^{r_c R}$$

with $\hat{S} = p_{a} \lambda_\alpha + p_{a} \lambda_\beta + \lambda_\alpha^{-1} + \lambda_\beta^{-1}$ and the decay constants:

$$2r_z = \hat{S} + \hat{S} \pm \sqrt{(\hat{S} - \hat{S})^2 + 4\theta}$$

The parameter $\theta$ is given by:

$$\theta = (\hat{S} - \hat{S})^2 p_{a} p_{b}.$$  

The LP model has two free model parameters: $\lambda_\alpha$ and $p_{a}$. Both $\lambda_\beta$ and $p_{b}$ can be obtained using the equations: $p_{b} + p_{a} = 1$ and $p_{a} = \lambda_\alpha / (\lambda_\alpha + \lambda_\beta)$. This model is extensively used in various scientific domains dealing with radiative transfer. In particular, it is applied in climatology to calculate the radiation through cloud fields and in inertial confined fusion and to calculate the radiation transfer through a two-fluid turbulent mixture of liquid water and vapour [8].

### 2.4 Monte Carlo Simulations

The transmission and capture of neutrons in stochastic media can also be calculated by Monte Carlo (MC) simulations. The idea is to generate multiple stochastic geometries and to track individual neutrons through these geometries. Based on a significant number of histories, the average transmission can be deduced. MC simulations are not suitable to be used in the analysis of NRD measurements due to the significant calculation time. However, since fewer approximations are made in the MC simulations, they can be used to benchmark the different analytical models. In this contribution, we explore two methods to generate the stochastic geometry:

• **MC Method 1:** Spheres are randomly placed into a control volume until a specific packing fraction is obtained similar to the Random Sequential Addition (RSA) algorithm described in Refs. [18,19]. Newly placed spheres are not allowed to overlap with already placed spheres. In case of polydisperse spheres, spheres with a large radius are placed first. A limitation of this method is that the maximum reachable packing fraction is lower than the theoretical one of a closely packed mixture. Figure 1 shows a cut through a polydisperse mixture.

• **MC Method 2:** The algorithm of Switzer [20] is used to generate a 2-dimensional geometry with Markovian characteristics (for details see Refs. [20,21]). Following the method used by Lepage et al. [21] a binary mixture is generated. Figure 2 shows an example of a binary stochastic mixture.

![Figure 1: Example of a stochastic geometry based on a polydisperse spherical particle distribution.](image1)

![Figure 2: Example of a stochastic Markovian geometry.](image2)
3. Particle Size Impact on NRTA

A bias introduced by the particle size distribution on results of an NRTA analysis was investigated by comparing analytical model calculations with MC simulations. The two MC methods described in section 2.4 are used to generate a set of synthetic transmission data. In all cases the particle phase consists of uranium and plutonium oxide with a density of 10.97 g/cm³. The particle composition is given in Table 1. The matrix is considered to be void. The packing fraction was assumed to be 30%. The sample thickness was chosen to be 1 cm.

<table>
<thead>
<tr>
<th>Nuclei</th>
<th>at.%</th>
</tr>
</thead>
<tbody>
<tr>
<td>²³⁵U</td>
<td>0.6667</td>
</tr>
<tr>
<td>²³⁸U</td>
<td>31.999</td>
</tr>
<tr>
<td>²³⁹Pu</td>
<td>0.6667</td>
</tr>
<tr>
<td>¹⁶O</td>
<td>66.667</td>
</tr>
</tbody>
</table>

Table 1: Assumed particle composition.

The six different analytical methods given in sections 2.1, 2.2 and 2.3 were used to determine by $\chi^2$ minimization the average areal density of the $^{235}$U, $^{238}$U and $^{239}$Pu content considering the energy range 6 – 22 eV. In addition, a
normalization factor has been fitted. In a transmission measurement, the contribution of a constant cross section, such as the one of $^{18}$O in the considered energy range, leads to an energy independent reduction of the transmission which is equivalent to a scaling with a normalization factor.

All free model parameters (Table 2) are adjusted on the same footing. In a real transmission experiment, the quality of low transmission data is very much dependent on the knowledge of the measurement background and mostly data below an experimental transmission of 0.1 are not considered. Therefore, in this contribution we also do not include data points with a transmission below 0.1 in the parameter adjustment.

<table>
<thead>
<tr>
<th>Model</th>
<th>Free Parameter</th>
<th>Fixed Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Homogenous limit</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Kopecky</td>
<td>$s, f_h$</td>
<td>-</td>
</tr>
<tr>
<td>Burrus</td>
<td>$\lambda_\alpha, \rho_\alpha$</td>
<td>-</td>
</tr>
<tr>
<td>Doub</td>
<td>$r, \rho_\alpha$</td>
<td>$g = 0.740$</td>
</tr>
<tr>
<td>Randall</td>
<td>$\lambda_\alpha, \rho_\alpha$</td>
<td>$X = 9/8$</td>
</tr>
<tr>
<td>LP</td>
<td>$\lambda_\alpha, \rho_\alpha$</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 2: Free and fixed model parameters.

### 3.1 Polydisperse Spheres

Two benchmark cases were generated using MC method 1. A flat particle diameter distribution ($0 \text{ mm} < d < 2 \text{ mm}$) and a log-normal distribution (with: $\bar{d} = 1.22$ and the width parameter $\sigma = 0.6$) were used for benchmark cases 1 and 2, respectively. Sampled particles were placed in a volume with a thickness of 1 cm and a height and width of 4 cm. About 4600 spheres were sampled to reach the desired packing fraction of 30%. The created geometry was used to evaluate the thickness of the particle path along 40000 different transmission paths. From the obtained thickness distribution a transmission spectrum was created. A 1% uncertainty for transmission $T = 1$ has been associated to the spectrum. The final transmission spectrum was then obtained by adding a Gaussian fluctuation to the spectrum corresponding to the uncertainty.

In case of Burrus’s model all parameters were found to be strongly correlated, therefore an initial uncertainty of the packing fraction of 10% was assumed. In case of Randall’s model, the parameter $X$ was chosen to be 9/8 which is in principle only correct for monodisperse spheres. Figures 3 and 4 show the created transmission spectrum for cases 1 and 2, respectively, as well as the residual of the parameter adjustments using the different methods. By simply homogenizing particles and matrix, a significant bias is introduced when adjusting the average areal densities. For both cases the bias is up to 5% for $^{235}$U and $^{239}$Pu and 13% for $^{238}$U. The other models perform more or less equally. They all improve the result of the adjustment significantly compared to the homogeneous limit.

### 3.2 Markovian Geometry

Two additional benchmark cases (case 3 and 4) were created using the second MC method. A mean chord length ($\bar{L}$) of 0.067 cm and 0.267 cm were assumed for cases 3 and 4, respectively. 400 different realizations of the stochastic geometry were sampled for each case. 4000 neutron histories per stochastic geometry were simulated. Capture and scattering events were taken into account by neutron weight reduction. Figures 5 and 6 show the two created transmission spectra. The transmission deviates in particular in the region close to the $^{238}$U resonances. The uncertainties due to sampling range from 0.002 to 0.006 depending on the transmission. Again, the initial uncertainty of the packing fraction of 10% was assumed for Burrus’s model and the parameter $X$ in Randall’s model was assumed to be 9/8.

Theoretically, the LP model should describe perfectly the transmission through a stochastic geometry created by MC method 2. This is indeed observed for both cases. The nominal densities and the adjusted densities using the LP model agree within the uncertainty of the fit. For case 3, Doub’s and Randall’s model give relatively good results with a bias of less than 1.5%. However, the bias increases for case 4 due to the increased particle size. Atomic mixing always leads to an under prediction of the areal densities. For case 3, the bias is up to 6% for $^{235}$U and $^{239}$Pu and 12% for $^{238}$U. For case 4, this bias increases up to 20% for $^{235}$U and $^{239}$Pu and to 35% for $^{238}$U. Even though the fitting residual distribution of Kopecky’s or Burrus’s model is more or less flat, both models over predict the densities by up to 25% for case 4.
Figure 5: Created transmission spectrum and residual distribution in benchmark case 3.

Figure 6: Created transmission spectrum and residual distribution in benchmark case 4.

Table 3: Transmission measurements planned at the GELINA facility of EC-JRC-IRMM.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Thickness mm</th>
<th>Solid</th>
<th>Powder</th>
<th>Nominal Grain Size μm</th>
<th>Packing Fraction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cu</td>
<td>0.250</td>
<td>x</td>
<td>x</td>
<td>500</td>
<td>31% (pure Cu)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td>150</td>
<td>5.1% (Cu-S mix.)</td>
</tr>
<tr>
<td></td>
<td>0.125</td>
<td>x</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td>500</td>
<td>5.0% (Cu-S mix.)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td>150</td>
<td>5.1% (Cu-S mix.)</td>
</tr>
<tr>
<td>W</td>
<td>0.150</td>
<td>x</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td>50-250</td>
<td>14.5% (W-S mix.)</td>
</tr>
<tr>
<td></td>
<td>0.509</td>
<td></td>
<td>x</td>
<td>50-250</td>
<td>17.0% (W-S mix.)</td>
</tr>
</tbody>
</table>
4. Experimental Measurement Campaign at GELINA

Even though several analytical models can be used to determine accurately the $^{235}$U, $^{238}$U and $^{239}$Pu content by $\chi^2$ minimization in some of the benchmark cases, the question whether the MC realization reflects the transmission through a real powder sample remains. Therefore, several transmission measurements with powder samples are being made at the GELINA facility [22] of EC-JRC-IRMM. While in previous measurements of Doub [13], the transmission of thermal neutrons ($E < 1.23$ eV) through a mixture of boron-carbide and aluminium spheres was studied, the measurements at EC-JRC-IRMM are dedicated to investigate the transmission at higher energies in the resolved resonance range. Samples made out of Cu and W powder mixed with S powder are being used. Transmission spectra of powder and solid metal samples are compared in order to be independent of cross section uncertainties. Table 3 gives an overview of the planned measurements.

5. Conclusion

Four different stochastic benchmark calculations, simulating the neutron transport through a powder sample, have been made to investigate the sensitivity of a NRD measurement on the inhomogeneity of the sample. Different analytical transport models have been used to determine the areal densities of $^{235}$U, $^{238}$U and $^{239}$Pu. It was shown that a simple homogenization of particles and matrix can result in a significant bias depending on the particle size. Depending on the benchmark case, several analytical models can be used to correctly determine the areal densities, i.e. to take into account the inhomogeneity of the sample. Transmission measurements through powder samples are currently being made at the GELINA facility of EC-JRC-IRMM in order to complement the numerical benchmark calculations. Based on these results an analytical method will be implemented in the REFIT code. The developed model and code will be used to study the inhomogeneity effect quantitatively for various conditions of sample.
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Abstract:

Neutrons can be used as a tool to study properties of materials and objects. An evolving activity in this field concerns the existence of resonances in neutron induced reaction cross sections. These resonance structures are the basis of two analytical methods which have been developed at the EC – JRC – IRMM: Neutron Resonance Capture Analysis (NRCA) and Neutron Resonance Transmission Analysis (NRTA). They have been applied to determine the elemental composition of archaeological objects and to characterize nuclear reference materials.

A combination of NRTA and NRCA together with Prompt Gamma Neutron Analysis, referred to as Neutron Resonance Densitometry (NRD), is being studied as a non-destructive method to characterize particle-like debris of melted fuel that is formed in severe nuclear accidents such as the one which occurred at the Fukushima Daiichi nuclear power plants. This study is part of a collaboration between JAEA and EC – JRC – IRMM.

In this contribution the basic principles of NRTA and NRCA are explained based on the experience in the use of these methods at the time-of-flight facility GELINA of the EC – JRC – IRMM. Specific problems related to the analysis of samples resulting from melted fuel are discussed. The programme to study and solve these problems is described and results of a first measurement campaign at GELINA are given.
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1. Introduction

The probability that a neutron interacts with nuclei strongly depends on the energy of the neutron. This is shown in Fig. 1, which compares the total cross section as a function of the kinetic energy of the interacting neutron for several nuclides. The cross sections reveal the presence of resonance structures. The origin of these structures is well understood. The resonances are related to excited states of the compound nucleus which is formed by the neutron and the target nucleus. The resonance structured cross sections can be parameterized by resonance parameters based on the R-matrix nuclear reaction formalism [1]. Each resonance is characterized by a set of resonance parameters, in particular the resonance energy and the partial reaction widths. The partial widths (e.g. the neutron, capture and fission width) express the probability for a specific reaction to occur. The smooth part of the total cross section is due to scattering from the nuclear potential and its magnitude depends on the scattering radius. Since resonances are observed at energies which are specific for each nuclide, they can be used as fingerprints to determine the elemental and even isotopic composition of materials and objects [2,3]. The resonance structures in the total and capture cross sections are the basis of Neutron Resonance Transmission (NRTA) and Neutron Resonance Capture Analysis (NRCA), respectively. Both NRCA and NRTA are non-destructive methods, which determine the bulk elemental composition, do not require any sample preparation and result in a negligible residual activation. In this contribution the basic principles of NRTA and NRCA are discussed, with a special emphasis on the use of NRTA as an absolute method to determine the amount of fissile and fertile materials for safeguards applications.

2. Basic principles of NRTA and NRCA

Both NRTA and NRCA are based on the time-of-flight (TOF) technique, which is a standard technique for neutron resonance spectroscopy. They rely on the same principles and...
methods as those used for the determination of cross section data in the resonance region. These principles and methods, including the production of full covariance data, have been reviewed recently in Ref. [5]. NRCA is based on the analysis of characteristic dips in a transmission spectrum that can be obtained from a measurement of the attenuation of the neutron beam by a sample [2,3]. These dips are observed at TOF values corresponding to resonance energies. NRCA refers to the analysis of resonance structures in TOF spectra obtained from the detection of prompt γ-rays, which are emitted after a neutron capture reaction in the sample [2,3]. In Ref. [6] a comparison of NRCA and PGAA (Prompt Gamma-ray Activation Analysis), which is also based on the detection of prompt γ-rays, is reported.

2.1 Time-of-flight measurements

A precise knowledge of the energy of the neutron inducing a reaction in the sample is required to make use of the resonance structure in neutron induced reaction cross sections for material analysis. For a quantitative analysis covering a wide range of elements, time-of-flight measurements at an accelerator-based pulsed white neutron source are preferred. Pulsed neutron sources can be realized using electron- and proton-based accelerators. In electron-based accelerators, high-energy electrons generate Bremsstrahlung in a target and neutrons are produced via photonuclear reactions. High-energy proton accelerators produce neutrons via the spallation process in a target made out of high mass number material. The energy spectrum of neutrons produced by photonuclear reactions or the spallation process is more compact for a neutron source based on photonuclear reactions. Therefore, a moderator containing e.g. hydrogen rich material is used to increase the amount of low-energy neutrons and to produce a broad neutron spectrum ranging from thermal energies up to the high energy region.

Experimentally, the time-of-flight \( t_{m} \) is derived from the difference between a stop \( (T_s) \) and a start signal \( (T_0) \). The start signal is produced by the pulsed charged particle beam. The stop signal in a transmission experiment (NRCA) is provided by the neutron detector. In a capture experiment (NRCA) the arrival time is obtained from the detection of the γ-ray which are emitted in the neutron induced reaction. The time-of-flight \( t \) that a neutron needs to travel a distance \( L \) can be related to the velocity \( v \) of the neutron at the moment it leaves the neutron producing target and enters the detector or sample:

\[
   \frac{v}{t} = \frac{L}{t_m - (t_t + t_d)}
\]

where \( t_t \) is the time the neutron spends in the neutron producing target and \( t_d \) the time spent in the neutron detector or sample. The kinetic energy of the neutron \( E \) is given by:

\[
   E = mc^2(\gamma - 1)
\]

where \( c \) denotes the speed of light, \( m \) the rest mass of the neutron and \( \gamma \) the Lorentz factor.

The resolution \( \Delta t \) is a combination of the broadening due to the finite width of the timing channels and the spread due to the time the neutrons spend in the source and detector. The resolution (\( \Delta E \)) can be described by the broadening due to both the time-of-flight (\( \Delta t \)) and the distance (\( \Delta L \)):

\[
   \frac{\Delta E}{E} = \frac{1}{L} \sqrt{(v\Delta t)^2 + \Delta L^2}
\]

Eq. 3 shows that the resolution improves with increasing distance. The use of Eq. 3 supposes that the time and distance follow a Gaussian distribution and that they are not correlated. For the analysis of the data the response function of the TOF-spectrometer is required. This response function is a convolution of different components, which are not all Gaussian distributions [5]. The distance \( L \) can be determined by metric measurements with an uncertainty smaller than 1 mm. The contribution \( \Delta t \) due to the time-of-flight depends on the broadening (uncertainty) of \( T_0, T_s, t_r \), and \( t_d \). In case of a moderated neutron beam, the broadening in time is dominated by the neutron transport in the target-moderator assembly, i.e. the component \( t_r \). This component is mostly represented by introducing an equivalent distance \( L_r \), as discussed in Ref. [5]. Response functions for TOF measurements at a facility based on a spallation source are broader compared to those for measurements at a photonuclear source at the same distance as shown in Ref. [3,5]. In addition, a more pronounced tail at long TOF values is observed. This difference is mainly due to the geometry of the target-moderator assembly, which is more compact for a neutron source based on photonuclear reactions.

Since the neutron flux decreases with increasing distance a compromise between resolution and intensity has to be made.

2.2 NRCA

In a transmission (or NRCA) measurement the observed quantity is the fraction of the neutron beam that traverses the sample without any interaction. For a parallel neutron beam which is perpendicular to a slab of material, this fraction or transmission \( T \) is given by:

\[
   T = e^{-\sum n_k \sigma_{\text{tot},k}}
\]

where \( \sigma_{\text{tot},k} \) is the Doppler broadened total cross section and \( n_k \) is the number of atoms per unit area of nuclide \( k \).

Experimentally the transmission \( T_{\text{exp}} \) is obtained from the ratio of the counts of a sample-in measurement \( C_{\text{si}} \) and a
The spectra in Eq. 5 are corrected for losses due to the dead time of the detector and electronics chain. All spectra are normalized to the same intensity of the neutron beam and TOF-bin width. The background is determined by an analytical expression applying the black resonance technique [5]. For this technique, samples of elements with strong absorption resonances (referred to as black resonance filters) are inserted into the beam. The free parameters in the analytical expression are determined by a least squares fit to saturated resonance dips observed in the TOF spectra, which result from measurements with black resonance filters. To account for the impact of the sample on the background, measurements are carried out with at least one fixed black resonance filter in the beam. A more detailed discussion on the background determination and the analytical expressions can be found in Ref. [5].

Eq. 5 reveals that the experimental transmission is independent of both the detector efficiency and incoming neutron flux. Therefore, a transmission measurement can be considered as an absolute measurement which does not require additional calibration experiments or any reference to a standard cross section [7]. In addition, the experimental observable \( T_{\text{exp}} \) (Eq. 5) is a direct measure of the theoretical transmission (Eq. 4) if the measurements are performed in a good transmission geometry, which is [5]:

- the sample is perpendicular with respect to a parallel incoming neutron beam;
- all neutrons that are detected have passed through the sample; and
- neutrons scattered by the sample are not detected.

The conditions of an ideal or good transmission geometry can be achieved by a proper collimation of the neutron beam at the sample and detector position. However, it requires a homogeneous sample which does not contain holes. In case of inhomogeneous samples a special procedure is required, as shown in Ref. [5,8].

### 2.3 NRCA

The observable in a capture (or NRCA) experiment is the fraction of the incident neutron beam undergoing a capture reaction in the sample. The theoretical capture yield \( Y_{\gamma} \) resulting from a capture reaction can be expressed as a sum of primary \( Y_{0,k} \) and multiple interaction events \( Y_{m,k} \): \( Y_{\gamma} = \sum_k (Y_{0,k} + Y_{m,k}) \) (6).

The latter are due to a capture reaction after at least one neutron scattering event in the sample. For a parallel uniform neutron beam and a homogeneous slab of material perpendicular to the beam, the primary capture yield \( Y_{0,k} \) resulting from a capture reaction by nuclide \( k \) is given by:

\[
Y_{0,k} = \left(1 - e^{-\sum_j n_j \sigma_{\text{tot},j}}\right) \sum_j n_j \bar{\sigma}_{\gamma,k}
\]

where \( \bar{\sigma}_{\gamma,k} \) is the Doppler broadened capture cross section. Only in case of very thin samples and/or small cross sections, the capture yield is directly proportional to the product of the areal density \( n_k \) and capture cross section. For relative thick samples, multiple interaction events have a substantial contribution to the yield and complicate the analysis as demonstrated in Refs. [2,3].

In a capture (or NRCA) experiment the prompt \( \gamma \)-rays, which are emitted after a neutron capture reaction in the sample are detected. The experimental quantity, which can be obtained from such an experiment and related to the theoretical capture yield, is the experimental yield \( Y_{\gamma,\text{exp}} \). This yield is derived from:

\[
Y_{\gamma,\text{exp}} = \frac{C_\gamma - B_\gamma}{\epsilon \Omega \gamma A_\Omega}
\]

where \( C_\gamma \) and \( B_\gamma \) are the observed dead time corrected sample and background spectra, respectively; \( \epsilon \) is the incident neutron flux; \( A \) is the effective area of the sample seen by the neutron beam; \( \Omega \) is the probability that the prompt \( \gamma \)-rays escape from the sample; \( \gamma \) is the solid angle between sample and detector and \( \epsilon \) is the probability to detect at least one \( \gamma \)-ray created in the capture event. To estimate the background, additional measurements without a sample in the beam and with a pure scattering sample (e.g. a carbon or \( ^{208}\text{Pb} \) sample, which have a low capture cross section) are performed. A detailed discussion on the background determination is given in Ref. [5].

Eq. 8 reveals that the experimental observable in a NRCA experiment is much more complicated compared to the one obtained from a NRTA experiment. The yield \( Y_{\gamma,\text{exp}} \) can only be derived from the observed response once the incoming neutron flux and quantities which are related to the detection of the prompt \( \gamma \)-rays are known. Moreover, in most cases only the solid angle and effective area are independent of the energy of the incident neutron. The energy dependent neutron flux can be determined by measurement of a neutron standard reaction [5,7]. The efficiency to detect at least one \( \gamma \)-ray depends on the technique that is applied to measure the prompt \( \gamma \)-rays. Ideally, a detection system is used with an efficiency that is independent of the \( \gamma \)-ray cascade, i.e. independent of multiplicity and energy spectrum. Such a system can be realized by a total absorption detector with an almost 100% efficiency or by applying the total energy detection principle, so that the detection efficiency becomes proportional to the total \( \gamma \)-ray energy produced in the capture event [9]. More details about such systems can be found in Ref. [5].
2.4 Data analysis

The areal densities of the nuclides present in the sample can be derived by a least squares adjustment, that is by minimizing the expression [5]:

\[
\chi^2 = (Z_{\text{exp}}(t_m) - Z_M(t_m, \hat{\theta}))^T V_{Z_{\text{exp}}}^{-1} (Z_{\text{exp}}(t_m) - Z_M(t_m, \hat{\theta})) \tag{9}
\]

where \(Z_M(t_m, \hat{\theta})\) is a model describing the experimental observable \(Z_{\text{exp}}(t_m)\). The theoretical estimate is the result of a folding to account for the response function \(R(t_m, E)\) of the TOF spectrometer:

\[
Z_M(t_m, \hat{\theta}) = \int R(t_m, E) Z(E, \hat{\theta}) dE
\]

The least squares adjustment can be performed by a resonance shape analysis (RSA) code, such as REFIT [10]. This code, which has been developed to parameterize cross section data in terms of resonance parameters, is based on the Reich-Moore approximation [11] of the R-Matrix formalism. It accounts for various experimental effects such as sample inhomogeneities, self-shielding and multiple interaction events, Doppler broadening, and the response of the TOF spectrometer and detectors. For the analysis of capture data special modules are included to correct for \(\gamma\)-ray attenuation in the sample and for the neutron sensitivity of capture detection systems [5]. Examples of the use of REFIT for NRTA and NRCA are given in Refs. [3,12,13].

3. NRTA and NRCA at GELINA

The Geel Electron LINear Accelerator (GELINA) of the EC-JRC-IRMM offers a pulsed white neutron source with an energy range from 10 meV to 20 MeV. A detailed description of the accelerator and its neutron producing target can be found in Ref. [14]. The main unit is a linear electron accelerator delivering very short electron pulses with energies up to 150 MeV and a maximum repetition frequency of 800 Hz. Electron bunches, with peak currents of 12 A in a 10 ns time interval, are compressed by a post-acceleration compression magnet to a width of less than 1 ns. The high-energy electrons generate Bremsstrahlung in a mercury-cooled rotating uranium target, where neutrons are produced by \(\gamma\)-ray and \(\gamma\)-fast reactions. To produce a neutron spectrum in the low-energy region, neutrons are slowed down in two 4-cm thick Be-containers filled with water and positioned above and below the uranium disk. Using suitable shielding materials in the target room, either the direct (fast) neutron spectrum with good time resolution may be used, or the moderated (slow) neutron spectrum. Most of the NRTA and NRCA measurements at GELINA are performed with a moderated neutron beam. To reduce the \(\gamma\)-ray flash and the fast neutron component a Cu and Pb shadow bar is placed close to the uranium target. The total neutron intensity is monitored by two BF3 proportional counters located in the concrete ceiling of the target hall.

Transmission experiments in good transmission geometry can be performed at a 25 m and a 50 m measurement station using Li-glass scintillators as neutron detectors. The samples are placed in an automatic sample changer, which is positioned half-way between the detector and neutron producing target. Mostly measurements are performed with the accelerator operated at 800 Hz and a 10B overlap filter is used to eliminate neutrons from a previous burst. At 25 m also measurement with a low operating frequency (100 Hz or 400 Hz) and a Cd overlap filter are carried out to investigate materials using low-energy resonances. At 25 m a NE905 Li-glass scintillator enriched to 95% in 6Li is used. The scintillator (110.0 mm diameter and 12.7 mm thick) is placed in a thin-walled aluminium can and viewed by EMI9823-QKB photomultipliers (PMT). The detector at the 50 m station is a 6.35-mm thick and 101.6-mm diameter NE912 Li-glass scintillator, which is enriched to 95% in 6Li and viewed by one PMT.

Three measurement stations at 12.5 m, 30 m and 60 m distance from the neutron target can be used for the characterization of materials by NRCA. Depending on the elements of interest the accelerator is operated at 100 Hz, 400 Hz and 800 Hz using a Cd or 10B overlap filter. The moderated neutron beam at the stations is collimated to about 75 mm diameter at the sample position. The detection system (i.e. \(\gamma\)-ray detectors, neutron flux detector, electronics and data acquisition system) are similar. The \(\gamma\)-rays are detected by C6D6 detectors. The energy dependent neutron spectrum is measured in parallel with a 10B Frisch-gridded ionization chamber placed at about 80 cm before the sample. A double chamber is used with a cathode loaded with two back-to-back layers of 10B. The chambers are operated with a continuous flow of a mixture of argon (90%) and methane (10 %) at atmospheric pressure.

NRTA and NRCA have been applied at GELINA for the characterization of reference samples for neutron induced reaction cross section measurements [12,13] and to study objects of cultural heritage interest [15–18]. Most of the archaeological applications so far are related to copper-alloy artefacts. Apart from Cu, they contain Sn or Zn as other major elements, and As, Ag, Sb, Co, Fe and In as minor or
trace elements. In the course of several years NRCA has been extensively exploited to study various bronze objects of different origin: Etruscan statuettes [15], prehistoric bronze axes [16], Bronze-Age swords [17] and Roman metal objects like parts of water taps [18].

By using a position sensitive neutron detector (PSND) NRTA can be extended to have imaging capabilities. Therefore, a pixellated PSND was developed at the Rutherford Appleton Laboratory (UK) [19]. The PSND consists of 100 Li-glass crystals arranged in a 10 x 10 array. Each pixel is embedded in a support made of boron nitrate and coupled via a 0.5 mm thick glass disperser to a bundle of four 1-mm diameter acrylic optical fibres which transport the light to a 16-channel PMT. The prototype detector was characterized at GELINA [3,20]. When performing Neutron Resonance Transmission Imaging (NRTI) with a PSND, the ideal transmission geometry cannot be fulfilled. Therefore special data reduction procedures have been defined based on measurements at GELINA. They are needed to assess the contribution of neutrons scattered in the sample to the background, as discussed in Ref. [20]. Examples of imaging measurements carried out at the ISIS facility are given in Refs. [3,20].
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**Figure 2:** Transmission through a 2.5 cm thick sample with a composition that is similar to spent fuel. The contribution of the different nuclides present is illustrated by plotting separately the transmission due to the presence of only the fission products (FP); $^{241,243}$Am; $^{234,236,238}$U; $^{235}$U; $^{240,242}$Pu; and $^{239,241}$Pu.

4. Characterization of melted fuel by Neutron Resonance Densitometry

Neutron Resonance Densitometry (NRD) is being investigated as a method to quantify special nuclear material (SNM) in particle-like debris of melted fuel formed in severe nuclear accidents [21]. Characterization of such debris will be required for safeguards material accountancy at the time of removal of melted fuel resulting from the accident at the Fukushima Daiichi nuclear power plants. NRD relies on the use of NRTA together with NRCA combined with PGAA. The quantification of plutonium and uranium will rely on NRTA. NRCA combined with PGAA, using a well-type LaBr$_3$ detector, will be applied to determine the presence of impurities. In contrast to fresh or spent fuel, information about the elemental and isotopic composition of melted fuel formed after a severe nuclear accident is rather scarce. It is expected that the melted fuel will contain water, boron, concrete and structural materials. However, the corresponding elemental (and isotopic) composition cannot be predicted. The detection of specific prompt $\gamma$-rays can be used to identify the presence of nuclides which do not have resonances in the low-energy region (e.g. $^{10}$B, $^{28}$Si, $^{56}$Fe, $^{53}$Cr and $^{58}$Ni) and cannot be identified by NRTA.

The potential of NRTA for the characterization of fresh and spent fuel pins has already been demonstrated in Refs. [22, 23]. However, an accurate quantification of the amount of SNM in debris of melted fuel is much more complex. It requires a good understanding of the measurement process such that all components affecting the data are identified. The main sources of systematic effects are related to the specific characteristics of the samples, in particular, the sample inhomogeneity, particle size distribution, presence of neutron absorbing impurities, the total radioactivity and sample temperature. The complexity of the problem is illustrated
in Figures 2-6. For the production of Figures 2-5 the response function of the TOF-spectrometer was approximated by a Gaussian distribution of the equivalent distance with a FWHM of 2.5 cm, independent of the neutron energy.

In Fig. 2 the theoretical transmission as a function of neutron energy through a 2.5-cm thick sample is given. The composition of the sample, which is typical for spent fuel, was taken from Ref. [23]. The transmission is calculated for an ideal transmission geometry with the sample at 400 K and the detector placed at 10 m distance from the source. The contribution of the different nuclides present in the sample is illustrated by plotting separately the transmission due to the presence of only the fission products (i.e. 99Tc, 131Xe, 133Cs, 145Nd, 152Sm; 241,243Am; 234,236,238U; 235U; 240,242Pu; and 239,241Pu). This figure illustrates that the determination of the amount of the fissile material is hampered by overlapping resonances due to the presence of the fission products, Am and the even U- and Pu-isotopes. Hence, the accuracy of the amount of fissile material will depend on the quality of the resonance parameters of the overlapping resonances. The dips corresponding to the strong s-wave resonances of 238U can be used to monitor the background level. However, additional studies are required to verify if the wings of transmission profiles of saturated resonances can be used to extract information about the 238U content.

For a correct quantitative interpretation of the data, the broadening of observed profiles due to both the Doppler effect and the response of the TOF spectrometer has to be taken into account. This is illustrated in Fig. 3 where the transmissions are shown for the sample at 0 K, 300 K and 400 K and in Fig. 4 where the transmissions recorded with a detector at 5 m, 10 m and 60 m distance from the neutron source are compared.

Due to the large absorption cross section of the 10B(n,a) reaction in the low-energy region, the presence of boron will strongly influence the observed transmission. The attenuation of the neutron beam due to the presence of 10B is illustrated in Fig. 5 for different relative amounts of 10B in the sample. This additional attenuation does not only affect the base-line but also the area of the resonance dip. Therefore, it has to be taken into account in the analysis. Unfortunately, light elements such as 10B do not have resonances in the low-energy and special procedures are required to account for the presence of light matrix material.

One of the main difficulties for a correct interpretation of the transmission is the variety in size and shape of the particle-like debris. This can be concluded from results of transmission measurements using a PuO2 pressed powder sample enriched to 99.93 wt% in 242Pu that was mixed with carbon powder and canned in a copper container [8]. The measurements were performed at GELINA with the sample at 77 K and 300 K. In Fig. 6 the experimental transmissions are shown together with the results of a resonance analysis. In the analysis the areal density was adjusted and the resonance parameters were fixed to those recommended in the JEFF 3.1.2 evaluated data library. The areal density was derived in a fit to the experimental data supposing that the sample was completely homogeneous and by introducing an empirical macroscopic model that accounts for the sample inhomogeneities. This model, proposed by Kopecky et al. [8], includes a log-normal distribution describing the variation in areal density and a parameter reflecting the fraction of holes in the sample. The
results are given in Table 1 and should be compared with the areal density $2.51 \times 10^{-5}$ at/b that was derived from weighing and a measurement of the area of the pressed pellet. The data in Table 1 show that there is a strong difference between the areal density which is derived from a fit with and without accounting for the sample inhomogeneities. Supposing a homogeneous sample the areal density resulting from NRTA is biased to lower values. The values at 77 K and 300 K derived by including an areal density and a holes fraction are fully consistent with $2.51 \times 10^{-5}$ at/b. In addition, the residuals in Fig. 6 demonstrate that the quality of the fit improves significantly when the powder grain size and fraction of holes in the sample are included. The improved quality is observed for both the 77 K and 300 K data.

<table>
<thead>
<tr>
<th>Areal density $^{242}$Pu at/b</th>
<th>77 K</th>
<th>300 K</th>
</tr>
</thead>
<tbody>
<tr>
<td>Homogeneous</td>
<td>1.65 $10^{-5}$</td>
<td>1.79 $10^{-5}$</td>
</tr>
<tr>
<td>Inhomogeneous</td>
<td>2.49 $10^{-5}$</td>
<td>2.47 $10^{-5}$</td>
</tr>
</tbody>
</table>

Table 1: Areal density of $^{242}$Pu in a powder determined by NRTA for a homogeneous and inhomogeneous distribution of the areal density (uncertainty due to counting statistics: $4 \times 10^{-8}$ at/b)
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Figure 6: Transmission as a function of neutron energy for a PuO$_2$ powder sample enriched in $^{242}$Pu and mixed with carbon powder. The transmission is given for the sample at 77 K and 300 K. Results of a fit to the data to determine the areal density of $^{242}$Pu are given in case of a homogeneous sample and of a inhomogeneous sample.

5. **NRD development at GELINA**

To study the systematic effects mentioned in section 4, the Japan Atomic Energy Agency (JAEA) and the Joint Research Centre of the European Commission (EC-JRC) started a collaboration. In this collaboration various aspects in the development of NRD, from basic measurement principles up to detector and accelerator development, are included. One of the most important activities is the study of the influence of the sample characteristics in order to improve the analysis procedures and to define target values with realistic uncertainties. This study includes the development of theoretical models to account for sample inhomogeneities and strongly relies on measurements performed at GELINA. The experimental data will be used to validate theoretical models, to improve relevant nuclear data if needed, to determine reference spectra and to define performance values. In addition, the resonance shape analysis code REFIT [9] will be modified and adapted to the needs of NRD.

Several measurement campaigns are scheduled at GELINA using samples which are dedicated to a specific part of the problem. Measurements on pure Cu metal discs with different thicknesses at the 25 m station will be performed to study the accuracy of NRTA in case of homogeneous samples. The results of these measurements will be used to study the influence of the resonance characteristics (i.e. resonance strength) and to verify if from the wings of transmission profiles of saturated resonance reliable information can be extracted. In addition, measurements with boron and lithium samples added to the Cu discs will be carried out to define a method to account for the presence of matrix material which does not have resonances in the low-energy region. These measurements have already been completed and the analysis of the data is in progress. Parts of the data are shown in Fig. 7 and 8.
In another contribution to the 2013 ESARDA Symposium different models to account for the density variation in powder samples are described [24]. The performance of the models has been compared using results of stochastic numerical simulations as a reference. This comparison will be complemented with experimental data. The data result from transmission measurements using pure metal Cu and W samples and samples made out of Cu and W powder mixed with S powder. The experiments are in progress and will be finished by July 2013.

For a final validation of the models an alloy consisting of Ag, In, Zr, Fe and Cr has been defined and is being produced. The elemental composition of the alloy is given in Table 2. Considering the resonance characteristics and material properties, Ag and In have been chosen to replace the role of U and Pu, respectively. Two homogeneous discs with a nominal thickness of 1 and 5 mm will be made. In addition, the remaining cast material will be used to produce samples that are similar in shape as the debris of the melted fuel. A simulation of the transmission through the 1 mm and 5 mm homogeneous disc is shown in Fig. 9. The transmission measurements will be performed at different sample temperatures.

### 6. Summary

A method, referred to as Neutron Resonance Densitometry, has been presented. The method, which relies on the appearance of resonance structures in neutron induced reaction cross section, is being developed for the characterization of melted fuel that is formed after a severe nuclear accident. The basic principles have been explained and special problems related to measurements of particle-like debris have been presented. In addition, the programme to study these problems, to develop dedicated analysis procedures and to assess the performance of NRD has been discussed. This R&D programme, which is part of a collaboration between JAEA and EURATOM, strongly relies on measurements at the time-of-flight facility GELINA installed at the EC-JRC-IRMM.
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Abstract:

Neutron multiplicity measurement techniques are a powerful nondestructive assay tool for the quantification of plutonium and uranium. One of the main limitations of this technique is the ability to quantify the content of a sample which contains more than one actinide. The ability of inspection agencies and facility operators to measure powders containing several actinides is increasingly necessary as new reprocessing techniques and fuel forms are being developed. These powders are difficult to measure with current techniques because neutrons emitted from induced and spontaneous fission of different nuclides are very similar. Over the past four years at the Nuclear Security Science and Policy Institute (NSSPI), at Texas A&M University, a neutron multiplicity technique based on first principle methods was developed to measure these powders by exploiting isotope-specific nuclear properties, such as the energy-dependent fission cross sections and the neutron induced fission neutron multiplicity. This technique was tested by three measurement campaigns using the Active Well Coincidence Counter (AWCC) and Epithermal Neutron Multiplicity Counter (ENMC) with various ($\alpha,n$) sources and measured materials. To complement these measurements, extensive Monte Carlo N Particle eXtended (MCNPX) simulations were performed for each measured sample, as well as for samples which were not available to measure. Four potential applications of this technique have been identified: measurements of U, Np, Pu, and Am materials, mixed oxide (MOX) materials, and uranium materials, as well as weapons verification in arms control agreements. This technique still has several challenges which need to be overcome, the largest of these being the ability to produce results with acceptably small uncertainties.

Keywords: Neutron Multiplicity Counting; Epithermal Neutron Multiplicity Counter (ENMC); Monte Carlo N Particle eXtended (MCNPX); First Principle Methods; Nondestructive Assay

1. Introduction

Neutron multiplicity counting is a well developed technique which is commonly used to quantify nuclear materials. The three primary materials that are measured with this technique are: plutonium in plutonium samples, plutonium in mixed oxide (MOX) samples, and $^{235}$U in uranium samples. Although these materials currently represent the majority of unirradiated nuclear materials which are safeguarded, there is a growing need to develop techniques to measure more complex materials. As new reprocessing methods [1][2] and fuel forms [3-8] are developed, the ability to perform neutron multiplicity measurements on materials which contain other actinides, including neptunium and americium, are becoming increasing important. In addition to measuring more complex materials, there is an additional need to redevelop the equations and theory of active neutron multiplicity counting to increase the possible applications for this technique. By moving from an active measurement technique which requires known standards of similar composition and geometry to a method which is based on first principles, a wider range of materials can be measured.

2. Theory

Active neutron coincidence counting is currently performed by interrogating the measurement sample with neutrons from an ($\alpha,n$) source, such as americium-lithium (AmLi) [9]. Because neutrons created from ($\alpha,n$) reactions are created individually they have a minimal impact on the doubles count rate. Instead of using the detector’s correlated count rates to solve for sample related variables, the doubles count rate is often compared to doubles count rates of similar known standards. Through interpolation the mass of the measured sample can be estimated. The main disadvantage of this technique is that it requires known standards of similar composition and geometry, which may not always be available. Methods have been developed, such as the coupling method, to move from a known standards approach to one which incorporates first principle equations, however, these methods still rely on known standards [9][10]. The reason why the point-model equations do not work for active measurements is that with current measurement systems the point-model assumptions are violated. In particular, the assumption that the source of neutrons from the sample can be modelled as a point in space is not rigorously correct. Although neutrons with high energies can penetrate thick actinide materials, thus creating homogeneous
fission rates within them, neutrons which have been slowed down to epithermal energies are absorbed in actinide materials due to capture and fission resonances. These fission resonances cause the majority of fissions to occur on the surface of the measurement sample, [11], thus creating a heterogeneous fission rate and violating the point-model assumptions.

One solution to the problems caused by epithermal neutrons is to prevent them from entering the measurement sample. This can be achieved by surrounding the measurement sample in high content $^{10}$B material, such as boron carbide (B,C). After ensuring that the fission rate in the sample is homogeneous the following first principle equations can be used:

$$\left(D_{Li} - D_{Passive}\right) = \frac{F_0\,^{239}Pu_{eff\cdot Li}^2 f_L M_{L}^2 \nu_{Li}^2}{2 \left[1 + \left(\frac{M_{L} - 1}{\nu_{Li}}\right) \nu_{Fis2}\right]}$$

(1)

where $D_{Li}$ is the doubles count rate from the AmLi measurement. $D_{Passive}$ is the doubles count rate from the passive measurement, $^{239}Pu_{eff\cdot Li}$ is the effective mass of $^{239}Pu$ in the sample that would produce the same AmLi doubles count rate as the complete sample, $\varepsilon$ is the detector efficiency, $f_L$ is the doubles gate fraction, $M_{L}$ is the leakage self-multiplication of the item, $\nu_{Li}$ is the first moment of induced fission for neutrons with an AmLi energy spectrum, $\nu_{Li}$ is the second moment of induced fission for neutrons with an AmLi energy spectrum, $\nu_{Fis1}$ is the first moment of induced fission for neutrons with a fission energy spectrum, and $\nu_{Fis2}$ is the second moment of induced fission for neutrons with a fission energy spectrum. Equation 1 is analogous to spontaneous fission, but acknowledges that the initiating fission source is induced fission from an AmLi neutron source.

Because $F_0$, the specific fission rate, is based on the induced fission rate and not the spontaneous fission rate, it cannot be treated as a constant. $F_0$ can instead be solved for using:

$$F_0 = \frac{\varphi_{Li} \sigma_{f\cdot Li} N_A}{M_{molar}}$$

(2)

where $\varphi_{Li}$ is the neutron flux within the sample during an AmLi measurement, $\sigma_{f\cdot Li}$ is the average $^{239}Pu$ microscopic fission cross section for neutrons with an AmLi energy spectrum, $N_A$ is Avogadro’s Number, and $M_{molar}$ is the molar mass of the effective mass isotope (approximately 239 amu in this example).

The neutron flux, $\varphi_{Li}$, and the average fission cross section, $\sigma_{f\cdot Li}$, can be approximated as constants and determined through computer simulations, for a given detector system. Because these values are fairly independent of the sample being measured, a generic geometry and sample composition may be used in the simulations.

Similar to the point-model equations, Eq. (1) is not directly useable. By combining Eq. (1) and (2) and rearranging terms we acquire:

$$^{239}Pu_{eff\cdot Li} = \frac{2 \left(D_{Li} - D_{Passive}\right) M_{molar}}{\varphi_{Li} \sigma_{f\cdot Li} N_A \epsilon^2 f_L M_{L}^2 \nu_{Li}^2 \left[1 + \left(\frac{M_{L} - 1}{\nu_{Li}}\right) \nu_{Fis2}\right]}$$

(3)

Analogous to passive neutron coincidence counting, an equation relating the $^{239}Pu_{eff}$ mass to elemental masses can be created. This equation includes not just those isotopes of plutonium and uranium, but of neptunium and americium as well:

$$^{239}Pu_{eff\cdot Li} = C_{U235_li} m_{U235} + C_{U238_li} m_{U238} + C_{Np237_li} m_{Np237} + C_{Pu238_li} m_{Pu238} + C_{Pu239_li} m_{Pu239} + C_{Pu240_li} m_{Pu240} + C_{Pu241_li} m_{Pu241} + C_{Pu242_li} m_{Pu242} + C_{Am241_li} m_{Am241} + C_{Am243_li} m_{Am243}$$

(4)

where $C_{k\cdot Li}$ is an equivalent worth constant for a AmLi measurement for isotope $k$ and $m_k$ is the mass of isotope $k$ in the sample.

The constants, $C_{k\cdot Li}$, can be determined by using a ratio of nuclear properties of the effective isotope [12]:

$$C_{k\cdot Li} = \frac{\left(\frac{\sigma_{f\cdot Li} \nu_{Li}^2}{\sigma_{f\cdot Li} N_A}{M_{molar}^{239}}\right)_{k}}{\left(\frac{\sigma_{f\cdot Li} \nu_{Li}^2}{\sigma_{f\cdot Li} N_A}{M_{molar}^{239}}\right)_{239}}$$

(5)

where $k$ represents the isotope of interest.

3. Measurements and simulations

In order to test the first principle measurement method a series of measurement campaigns were conducted at the Joint Research Centre (JRC) in Ispra, Italy and Los Alamos National Laboratory (LANL) in New Mexico, USA. These campaigns included measurements with the Active Well Coincidence Counter (AWCC) [13] and Epithermal Neutron Multiplicity Counter (ENMC) [14][15] in both passive and active modes. Americium-beryllium (AmBe), plutonium-boron (PuB), and AmLi were all considered as $(\alpha, n)$ interrogation sources, with AmBe being rejected due to its significant internal $(n, 2n)$ reaction rate. A wide variety of nuclear materials were measured including: metals, powders, and ceramics; masses in the range of 5g – 170g; and isotopic compositions ranging from depleted uranium to High Enriched Uranium (HEU) and reactor grade to weapons grade plutonium [16-21]. Each measurement consisted of 60 – 90 cycles at 60 seconds per cycle. The detector response for each measurement was analyzed using the International Atomic Energy Agency (IAEA) International Neutron Coincidence Counting (INCC) software program in rates-only mode to determine the singles, doubles, and triples.
count rates with statistical uncertainties [22][23]. Each measurement performed was simulated in Monte Carlo N Particle eXtended (MCNPX) to validate the MCNPX models. The AmBe neutron spectrum used was that of Cody Peeples [24], the PuB spectrum was determined from Sources4C [25], and the AmLi neutron spectrum was that of Geiger and Van der Zwan [26]. The number of histories run in each MCNPX simulation varied from 20 Mega-Histories (20 MH or 20 million active histories) to 300 MH, depending on the measurement type being modelled. Both F4 and F8 MCNPX capture gated tallies were used to determine the neutron flux in the measurement sample and the correlated count rates in the 3He tubes. MCNPX pulse train p-track data was not used for the simulation calculations.

In order to prevent epithermal neutrons from entering the measurement sample, a B₄C cylinder was manufactured with two cylindrical plates for the top and bottom. The B₄C had an inner diameter of 130 mm, inner height of 170 mm, and a thickness of 25 mm on all sides. These dimensions were chosen based on (1) the size of the ENMC measurement cavity, (2) the size of the nuclear standards to be measured, and (3) the epithermal absorption capabilities of the B₄C. The boron isotopic composition was that of natural boron.

Measurements of various plutonium standards, shown in Table 1, were performed using the ENMC in a passive, active AmLi, and active PuB mode. The $^{239}\text{Pu}_{\text{eff}}$ values calculated from Eq. (3) and (4) were determined for the measured, simulated, and declared data.

The AmLi and PuB results had similar trends, with excellent agreement between the simulated and declared, shown in Figures 1 and 2. This implies that the assay methodology could be both accurate and precise. The results from the measured data are harder to interpret due to the large measurement uncertainties. The large uncertainties come from Eq. (3) in which the passive and active doubles count rates are subtracted from each other. Because these two count rates are of similar magnitude their resultant subtraction is a small value with a large uncertainty. The uncertainties in $D_{\text{passive}}$ and $D_{\text{Li}}$ were both calculated by INCC which compares mean values for each cycle in the measurement to estimate a 1-$\sigma$ (68% confidence interval) uncertainty. Performing longer measurements is not an ideal practical solution since this data was acquired with 1 hour measurements of the samples and overnight measurements of the background. A potential solution would be to increase the difference between these two count rates by increasing the AmLi source strength. Active measurements which have a large background source, such as the spontaneous fission neutrons from plutonium, can benefit from a stronger interrogation source [13]. Simulations were performed to quantify this potential solution. The AmLi source strength was varied over the range of $5 \times 10^3$ to $1 \times 10^7$ n/s per AmLi source. The AmLi source strength used in the measurements was $5 \times 10^4$ n/s for each AmLi source. From the results shown in Table 2, it can be seen that for the larger mass plutonium standards, STD11 and LAO250C10, there is a significant reduction in the expected $^{239}\text{Pu}_{\text{eff,Li}}$ mass uncertainty [27] for active measurements using stronger AmLi interrogation sources. Simulations using a PuB source had similar results. It should be noted that AmLi sources with source strengths larger than $5 \times 10^4$ n/s are currently uncommon and sources with strengths in the range of $10^6$ n/s may pose operational difficulties.

### Table 1: Mass and isotopic composition of the plutonium standards measured at LANL.

<table>
<thead>
<tr>
<th>Item</th>
<th>$\text{Pu}$ [g]</th>
<th>$^{239}\text{Pu}$ [wt. %]</th>
<th>$^{239}\text{Pu}$ [wt. %]</th>
<th>$^{240}\text{Pu}$ [wt. %]</th>
<th>$^{241}\text{Pu}$ [wt. %]</th>
<th>$^{242}\text{Pu}$ [wt. %]</th>
<th>$^{244}\text{Am}$ [g]</th>
</tr>
</thead>
<tbody>
<tr>
<td>STD1103</td>
<td>10.96</td>
<td>0.0053</td>
<td>96.3504</td>
<td>3.5566</td>
<td>0.0328</td>
<td>0.0182</td>
<td>0.010</td>
</tr>
<tr>
<td>STDIS09</td>
<td>11.85</td>
<td>0.0175</td>
<td>92.7957</td>
<td>6.8863</td>
<td>0.1216</td>
<td>0.0734</td>
<td>0.034</td>
</tr>
<tr>
<td>STDIS12</td>
<td>20.09</td>
<td>0.0481</td>
<td>87.4464</td>
<td>11.8503</td>
<td>0.2787</td>
<td>0.2288</td>
<td>0.158</td>
</tr>
<tr>
<td>CBNM-Pu61</td>
<td>5.45</td>
<td>1.0319</td>
<td>65.7930</td>
<td>26.6912</td>
<td>2.0697</td>
<td>4.4143</td>
<td>0.344</td>
</tr>
<tr>
<td>STD111</td>
<td>59.74</td>
<td>0.0228</td>
<td>92.7048</td>
<td>6.6156</td>
<td>0.0741</td>
<td>0.5827</td>
<td>0.202</td>
</tr>
<tr>
<td>LAO250C10</td>
<td>59.36</td>
<td>0.0470</td>
<td>82.9792</td>
<td>16.3044</td>
<td>0.3318</td>
<td>0.3376</td>
<td>0.621</td>
</tr>
</tbody>
</table>
Figure 1: Measured, simulated, and declared $^{239}\text{Pu}_{\text{eff,LI}}$ values. Uncertainties stated at the 1-$\sigma$ (68% confidence interval) level.

Figure 2: Measured, simulated, and declared $^{239}\text{Pu}_{\text{eff,LI}}$ values. Uncertainties stated at the 1-$\sigma$ (68% confidence interval) level.

<table>
<thead>
<tr>
<th>Plutonium standards</th>
<th>$5\times10^3$</th>
<th>$1\times10^4$</th>
<th>$5\times10^4$</th>
<th>$1\times10^5$</th>
<th>$5\times10^5$</th>
<th>$1\times10^6$</th>
<th>$5\times10^6$</th>
<th>$1\times10^7$</th>
</tr>
</thead>
<tbody>
<tr>
<td>STDIS05</td>
<td>205</td>
<td>113</td>
<td>50</td>
<td>44</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>STDIS09</td>
<td>337</td>
<td>176</td>
<td>61</td>
<td>49</td>
<td>41</td>
<td>40</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>STDIS12</td>
<td>715</td>
<td>365</td>
<td>97</td>
<td>67</td>
<td>45</td>
<td>42</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>CBNM-Pu61</td>
<td>637</td>
<td>327</td>
<td>90</td>
<td>63</td>
<td>44</td>
<td>41</td>
<td>40</td>
<td>39</td>
</tr>
<tr>
<td>STD11</td>
<td>671</td>
<td>342</td>
<td>84</td>
<td>54</td>
<td>30</td>
<td>28</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td>LAO250C10</td>
<td>1233</td>
<td>625</td>
<td>142</td>
<td>83</td>
<td>36</td>
<td>31</td>
<td>26</td>
<td>25</td>
</tr>
</tbody>
</table>

Table 2: Source strength optimization for measured plutonium standards using the active configurations of the ENMC. Values shown are expected $^{239}\text{Pu}_{\text{eff,LI}}$ [g] uncertainties at the 1-$\sigma$ (68% confidence interval) level.
4. Results of simulated samples

In order to test the full measurement methodology, simulated samples containing various actinide mixtures were created using the Oak Ridge Isotope Generation and Depletion Automatic Rapid Processing (ORIGEN-ARP) Code and their neutron signatures determined using the ENMC MCNPX model. These samples can be organized into three categories: uranium extraction (UREX) type samples which contain U, Np, Pu, and Am at used fuel isotopic compositions [1]; MOX type samples which contain depleted uranium and weapons grade plutonium [28]; and uranium samples of varying enrichments. Each sample, seen in Table 3, consisted of 212.5 g of heavy metal mass at a density of 2.5 g/cc in a dioxide matrix. The sample geometry is a cylindrical shape (D=45 mm, H=62.88 mm) located inside a thin aluminium can of thickness 6 mm. The nomenclature on the sample names for the UREX and MOX samples corresponds to their isotopic composition (UREX or MOX) and their non-uranium heavy metal fraction (Np, Pu, and Am). The uranium samples are designated by the letter “U” followed by the $^{235}$U isotopic fraction. All the MCNPX simulations were run for 250 MH, with the exception of spontaneous fission simulations which were run for 790 MH.

<table>
<thead>
<tr>
<th>Sample name</th>
<th>Uranium mass [g]</th>
<th>Neptunium mass [g]</th>
<th>Plutonium mass [g]</th>
<th>Americium mass [g]</th>
<th>$^{235}$U fraction [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>UREX1.27</td>
<td>210</td>
<td>0.14</td>
<td>2.46</td>
<td>0.10</td>
<td>0.90</td>
</tr>
<tr>
<td>UREX50</td>
<td>106</td>
<td>5.61</td>
<td>96.60</td>
<td>4.04</td>
<td>0.90</td>
</tr>
<tr>
<td>UREX10</td>
<td>191</td>
<td>1.12</td>
<td>19.32</td>
<td>0.81</td>
<td>0.90</td>
</tr>
<tr>
<td>UREX10,NoNp</td>
<td>191</td>
<td>0.00</td>
<td>20.40</td>
<td>0.85</td>
<td>0.90</td>
</tr>
<tr>
<td>MOX50</td>
<td>106</td>
<td>0.00</td>
<td>106.25</td>
<td>0.00</td>
<td>0.25</td>
</tr>
<tr>
<td>MOX5</td>
<td>204</td>
<td>0.00</td>
<td>10.22</td>
<td>0.00</td>
<td>0.25</td>
</tr>
<tr>
<td>U93</td>
<td>213</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>93.00</td>
</tr>
<tr>
<td>U50</td>
<td>213</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>50.00</td>
</tr>
<tr>
<td>U20</td>
<td>213</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>20.00</td>
</tr>
<tr>
<td>U5</td>
<td>213</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>5.00</td>
</tr>
<tr>
<td>U0.72</td>
<td>213</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.72</td>
</tr>
<tr>
<td>U0.25</td>
<td>213</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.25</td>
</tr>
</tbody>
</table>

Table 3: Simulated samples along with their name, actinide masses, and $^{235}$U isotopic fraction. The $^{235}$U mass fraction is relative to total uranium mass.

4.1 UREX and MOX results

Simulated assayed mass estimates for the plutonium and americium were within ±7% of the stated (exact) values. The $^{235}$U and neptunium results, shown in Figures 3 and 4, were less accurate. Although the difference between the assayed and exact values is often good, it is difficult to draw conclusions from the data due to the large uncertainties. In particular, UREX50 has big uncertainties due to the relatively large amount of reactor grade plutonium in it, which creates a large doubles count rate. It is suspected by the authors that the uncertainty estimates are larger than they statistically should be, although the exact cause of the inflated uncertainties is not yet known. The uncertainties shown are from the $D_{\text{Passive}}$ and $D_{c}$ count rate uncertainties which were then propagated through all the calculation in Eq. (3) and (4).
Figure 3: Simulated and exact $^{235}$U masses of simulated UREX and MOX samples. The uncertainty shown at $\pm 1\sigma$ (68% confidence interval) is due to statistical uncertainties in the MCNPX results.

Figure 4: Simulated and exact $^{237}$Np masses of simulated UREX and MOX samples. The uncertainty shown at $\pm 1\sigma$ (68% confidence interval) is due to statistical uncertainties in the MCNPX results.
4.2 Uranium results

The $^{235}\text{U}$ assay results, shown in Figure 5, matched very well with the exact values for the uranium samples. The percent differences are approximately -3% for the HEU samples and more negative for the low enriched uranium (LEU) samples.

![Figure 5: Simulated and exact $^{235}\text{U}$ masses of simulated uranium samples. The uncertainties are too small to be plotted.](image)

5. Discussion and conclusions

Current non-destructive assay (NDA) techniques have been developed to quantify uranium, plutonium, or MOX, but not samples which contain more than these two actinides. There are applications of more complex fuel materials, including neptunium and americium, which are currently being developed. It is important to develop a method of quantitatively measuring these more complex materials before they become commercially common.

The approach taken to quantify a mixture of several actinides was to use a first principle neutron multiplicity counting approach. This technique has the added bonus of being applicable to measurements of shielded or heterogeneous MOX and uranium samples, as well as potentially weapons verification. It is postulated that weapons verification would be possible by analyzing the $^{240}\text{Pu}_{\text{eff}}$ and $^{239}\text{Pu}_{\text{eff}}$ values. These values can distinguish weapons useable materials from fission sources without revealing detailed information about the weapon. The required modifications to existing neutron multiplicity counters to allow for first principle methods to be applied is relatively minor and inexpensive, consisting of a cylindrical can of natural B$_4$C and a high-energy ($\alpha,n$) neutron source.

The main challenge of this technique is the ability to make precise measurements. As seen in the measured and simulated data, the slight differences between the passive and active doubles count rates can cause the results using current detector technology to be statistically irrelevant. Potential solutions to this challenge exist, such as more intense interrogation sources, but they have not been thoroughly tested.

The ability to quantify mixed actinide materials would currently be useful, and in the future may be a necessity. Further research is needed in developing this technique, in particular the ability to reduce uncertainties. Other aspects of this research should be investigated as well, such as results of kilogram sized, non-powder, non-oxide, and varying isotopic composition samples. It is suspected by the authors that this technique’s full capabilities can only be utilized with advanced neutron multiplicity detectors, such as future fast neutron detectors.
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Abstract:

$^{241}$Pu has the shortest half-life of the abundant plutonium isotopes present in reprocessed irradiated nuclear fuel with a value of approximately 14.3 years. It is important to know the half-life of $^{241}$Pu with a higher fractional accuracy than that of the other plutonium isotopes because the half-life of $^{241}$Pu and its associated uncertainty affects the estimation by decay calculation of both the total amount of separated plutonium in storage and the determination of the total plutonium mass by non-destructive assay. This paper addresses the determination of the $^{241}$Pu half-life using nuclear calorimetry by measurement of the thermal power as $^{241}$Pu evolves in time from a sealed plutonium source, ideally initially rich in $^{241}$Pu and chemically stripped of $^{243}$Am. The absolute accuracy of nuclear calorimeters can be ensured over long periods of time (many years) using long-lived nuclear reference materials and/or traceable electrical heat standards. One can, therefore, expect nuclear calorimetry to offer an accurate way to determine the half-life of $^{241}$Pu, which is comparable in quality and independent, yet complementary, to other approaches. Temporal analysis of the power-versus-time data also yields an estimate of the specific power of $^{241}$Pu, which other methods do not.

After describing the principle of the method and developing the pertinent mathematical expressions, we outline the approach by drawing on some unpublished notes of Kenneth C. Jordan who carried out such experiments at the Mound Laboratory over 40 years ago. Today, Jordan’s work remains possibly the most significant experiment of its type to the $^{241}$Pu nuclear data evaluator. However, objectively assigning confidence to his results is problematic because the details of the experiments and data reduction have never been adequately reported. This work goes some way to that end but, without the raw data and first-hand knowledge, cannot provide a complete record. We conclude that a new high-accuracy nuclear calorimetry campaign to re-measure the $^{241}$Pu half-life and specific power is needed as a means to confirm that systematic biases are under control, to support international safeguards, and to improve fundamental metrology and nuclear data – for instance, the mean beta-particle energy emitted by $^{241}$Pu and whether the soft beta decay mode rate is influenced by chemical form or other factors.

Keywords: $^{241}$Pu; half-life; specific power; calorimetry; nuclear data

1. Introduction

On the time scale of years to decades, the mass of separated plutonium in storage falls with time primarily as a consequence of the radioactive decay of $^{241}$Pu. Therefore, over time, uncertainty in the $^{241}$Pu half-life leads initially to a growing apparent uncertainty in the mass of plutonium under safeguards. After many decades, the uncertainty drops again because one can be confident that all the $^{241}$Pu has decayed. The predominant decay mechanism of $^{241}$Pu is low-energy beta-particle emission leading to an in-growth of the alpha-emitter $^{241}$Am. Neither $^{241}$Pu nor $^{241}$Am exhibits appreciable spontaneous fission, but $^{241}$Am has about 2000 times greater specific O(x,n) yield than $^{241}$Pu, about 33 times greater specific heat output than $^{241}$Pu, and also contributes more strongly than $^{241}$Pu to the surface dose rate for lightly encapsulated materials via its intense 60 keV gamma-ray emission. This affects non-destructive assay measurements by both neutron coincidence counting (adding random background neutrons that contribute to accidental coincidences and increasing the gamma-to-neutron ratio) and calorimetry (introducing an age-dependent item power). As a consequence, the thermal output from $^{241}$Pu and its daughter $^{241}$Am, changes at a much faster rate (roughly 0.45% per day initially) than any of the other plutonium isotopes, including $^{239}$Pu and its daughters. This effect, in turn, changes the thermal power output of storage cans containing plutonium. Confirmatory nuclear safeguards checks of stored items using nuclear calorimetry must, therefore, be corrected for the decay of $^{241}$Pu (usually either by calculation or by gamma-ray spectrometry) and compared to a fixed reference time. Again, as the time between measurements increases, the uncertainty in the comparison based on
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2. Mathematical framework

The in-growth of $^{241}\text{Am}$ from the decay of $^{241}\text{Pu}$ is governed by the following differential equations:

$$\frac{dN_a}{dt} = -\lambda_a N_a$$
$$\frac{dN_b}{dt} = \beta \lambda_a N_a - \lambda_b N_b$$

where $N_a$ and $N_b$ represent the number of $^{241}\text{Pu}$ and $^{241}\text{Am}$ nuclei present at time $t$; $\lambda_a$ and $\lambda_b$ are the corresponding nuclear decay constants (the probability that a nucleus will decay per unit time, assumed constant); and $\beta$ is the branching ratio for beta decay of $^{241}\text{Pu}$.

Re-arranging the relation for $N_b$ and solving by the well known Integrating Factor method yields the explicit time dependence of the number of $^{241}\text{Am}$ nuclei:

$$N_b (t) = \beta N_a (0) \frac{\lambda_a}{\lambda_a - \lambda_b} \left[ e^{-\lambda_a t} - e^{-\lambda_b t} \right] + N_b (0) e^{-\lambda_b t}$$

where $N_a(0)$ and $N_b(0)$ are the number of $^{241}\text{Pu}$ and $^{241}\text{Am}$ nuclei, respectively, present at time $t = 0$.

Because $\lambda_a < \lambda_b$ for the $^{241}\text{Pu}/^{241}\text{Am}$ system, as $^{241}\text{Pu}$ decays the amount of $^{241}\text{Am}$ rises to a peak before beginning to drop.

In terms of atomic mass, rather than nuclei number, we have:

$$m_b (t) = \frac{A_b}{A_a} m_a (0) \frac{\lambda_a}{\lambda_a - \lambda_b} \left[ e^{-\lambda_a t} - e^{-\lambda_b t} \right] + m_b (0) e^{-\lambda_b t}$$

where we have introduced the symbols $A_a$ and $A_b$ to represent the molar masses of $^{241}\text{Pu}$ and $^{241}\text{Am}$ respectively.

The total thermal power, $W(t)$, from a plutonium item, corrected for all other heat contributions other than $^{241}\text{Pu}$ and $^{241}\text{Am}$ (for example $^{238}\text{Pu}$, if present in an appreciable amount, may be the only other contributor with a significant time dependence over a period of experimental observation of a few years or so) may now be written as the sum of the contributions coming from the decay-corrected initial masses plus the contribution of $^{241}\text{Am}$ in-growth:

$$W (t) = P_a m_a (0) e^{-\lambda_a t} + P_b m_b (0) e^{-\lambda_b t}$$

$$+ P_b \beta A_b A_a m_a (0) \left[ \frac{\lambda_a}{\lambda_a - \lambda_b} e^{-\lambda_a t} - e^{-\lambda_b t} \right]$$

where $P_a$ and $P_b$ are the specific thermal powers of $^{241}\text{Pu}$ and $^{241}\text{Am}$ respectively. We are assuming time $t = 0$ is known for the purposes of these expressions and is not measured from some arbitrary moment or from the time of chemical separation, but from the instant $m_a = m_a (0)$ and $m_b = m_b (0)$.

The time dependence is seen to be the sum of two decaying exponentials terms. Explicitly, re-arranging the expression for $W(t)$ gives:

$$W (t) = P_a m_a (0) \left[ \frac{A_b}{A_a} \frac{\lambda_a}{\lambda_a - \lambda_b} + \frac{m_b (0)}{m_a (0)} \right] e^{-\lambda_a t}$$

$$- P_b m_a (0) \left[ \frac{A_b}{A_a} \frac{\lambda_a}{\lambda_a - \lambda_b} \frac{P_a}{P_b} \right] e^{-\lambda_b t}$$
which, in a convenient and obvious short-hand notation, we write as:

\[ W(t) = C_b e^{-\lambda_b t} - C_a e^{-\lambda_a t} \]  

(7)

Let us now place these expressions explicitly in the context of the $^{241}\text{Pu}$-$^{241}\text{Am}$ system. The branching ratio $\beta$ and the ratio $A_a/A_b$ are both close to unity and so the term

\[ \frac{A_b}{A_a} \frac{\lambda_a}{\lambda_a - \lambda_b} \]

is determined mainly by the factor

\[ \frac{\lambda_a}{\lambda_a - \lambda_b} = \frac{1}{1 - \tau_a / \tau_b} \]

where we have introduced $\tau_a$ and $\tau_b$ to denote the half-life of $^{241}\text{Pu}$ and $^{241}\text{Am}$ respectively, and which have values of roughly 14.3 years and 432 years.

Thus, the term $A_b/\lambda_a (\lambda_a - \lambda_b)$ is close to unity with a value of about 1.03. In the special case of complete chemical stripping of $^{241}\text{Am}$ at time $t = 0$ we have $m_b(0) = 0$. The ratio of specific thermal powers is in the ratio of the half-lives and the decay energies, that is

\[ P_a/P_b = \frac{5.8 \text{ keV} / 14.3 \text{ y}}{5500 \text{ keV} / 432 \text{ y}} \approx 0.032. \]

Therefore, we expect the term $C_b$ to be about 3% larger than $C_a$, which we shall later see confirmed in Jordan's calorimetry data. With the stated initial conditions we also have the relation:

\[ \frac{P_a}{P_b} = \frac{A_b}{A_a} \frac{\lambda_a}{\lambda_a - \lambda_b} \left(1 - \frac{C_a}{C_b}\right) \]  

(8)

From this expression, we see that if $P_a$ is well known we can extract $P_b$ given the branching ratio and half-lives combined with the measured ratio of the temporal fitting parameters $C_a/C_b$. To first order, and as we shall see later, the ratio $P_a/P_b$ is about 0.03.

Another and more direct approach to estimating $P_a$ for calorimetric data over time is to note that at time $t = 0$, $W(t) = W(0) = P_a m_a(0)$ from which we have:

\[ P_a = \frac{C_b - C_a}{m_a(0)} \]  

(9)

The use of this result does not require $P_a$ nor does it need any other nuclear data parameters to be known. The fitting parameters $C_a$ and $C_b$ are, of course, correlated through the fitting procedures and so, in propagating the experimental uncertainty, we have for the variance $\sigma^2[P_a]$ in $P_a$ the following first order estimator in terms of the contributory standard deviations and covariance:

\[ \sigma^2[P_a] = \left(\frac{\sigma[C_a]}{m_a(0)}\right)^2 + \left(\frac{\sigma[C_b]}{m_b(0)}\right)^2 - 2 \text{ cov}[C_a, C_b]/m_a(0)^2 \]  

(10)

For purposes of illustration only, suppose we start with 1 g of pure $^{241}\text{Pu}$ at time $t = 0$ then, adopting the following values [4, 6]: 1 year = 365.25 days; $\beta = 0.9999755$; $\tau_a = 14.348$ years; $\tau_b = 433.6$ years; $P_a/P_b = 0.02988$, $C_a/C_b = 1.03185$, we find by numerical calculation that the power output increases almost linearly initially, before peaking (at ~95.2 mW) after about 72.3 years. The behavior over a five year period of observation is shown in Figure 1, this puts into context the measurements of Jordan, which will be discussed in the next section. We note that increasing the half-life of $^{241}\text{Pu}$ in this calculation from 14.348 years to 14.448 years results in a power drop of only 0.57% at the end of five years. Although apparently only a relatively small change, nuclear calorimetry is capable of an accuracy (combined precision and bias) of a fraction of 0.1%, and so in principle this change is ten or more standard deviations and is, therefore, a quite significant increment to high accuracy calorimetry measurements.

For the present discussion we focused explicitly only on the heat generated by $^{241}\text{Pu}$ and $^{241}\text{Am}$, as this is the normal safeguards view point. However, for completeness we have also used decay tables to estimate the decay heat and the temporal evolution of the entire decay chain when one starts with pure $^{241}\text{Pu}$. We find that the only other nuclide of significance is $^{237}\text{U}$. In Figure 2 we show that the contribution is small (<0.1% after 0.3 years) but, in the context of high accuracy nuclear calorimetry measurements, should not be ignored. We cannot address this problem further with the limited data, which we are about to discuss, but it is something to take note of for future standards work. The impact would be amenable to numerical simulation if the detailed structure of the data set was to become available.
3. Jordan’s general approach

In this section, we draw heavily on Jordan’s unpublished notes [7] and supporting work [8] to outline his approach to determining the half-life of $^{241}$Pu. The period covered is April 1969 to 24 June 1974. Two items and three calorimeters (designated 58, 91 and 116) were used. Details of the items are listed in Table 1. The second item was loaned from AEC and returned in 1973.

<table>
<thead>
<tr>
<th>Source</th>
<th>$^{241}$Pu abundance, %</th>
<th>$^{241}$Pu mass, g</th>
<th>Separation date</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>84.11</td>
<td>1.511</td>
<td>21 March 1969</td>
</tr>
<tr>
<td>2</td>
<td>94.65</td>
<td>13.295</td>
<td>17 June 1969</td>
</tr>
</tbody>
</table>

*Table 1: Summary of the $^{241}$Pu samples used by Jordan [7].

---

**Figure 1:** The temporal variation of the total power output for a $^{241}$Pu-$^{241}$Am system, starting at time $t = 0$ as pure $^{241}$Pu, calculated for illustrative purposes using the assumed nuclear data values discussed in the main text.

**Figure 2:** Ratio to the total of the thermal power from nuclides other than $^{241}$Pu and $^{241}$Am as a function of time starting out with pure $^{241}$Pu.
From each power measurement the thermal power (watt-age) of the other isotopes of plutonium were subtracted based on the known total mass of plutonium and isotopic composition. The remainder, which is the sum of the power from \(^{241}\text{Pu}\) and \(^{241}\text{Am}\) as discussed in the Mathematical Framework section, was fitted by least squares to the sum of two decaying exponentials where \(C_a\), \(C_b\), and \(\lambda_a\) are the unknown parameters and \(\lambda_b\), the decay constant of \(^{241}\text{Am}\) was set at 0.0000043738 per day, which is equivalent to a half-life of 433.9 years. The tools and techniques used by Jordan to review and fit his data are not known to us. Data analysis remains a powerful scientific art today, but the scientific literature tells us that uncertainty estimates are often overly optimistic. Workers should be encouraged to archive and report sufficient data to allow data reduction to be revisited. However, as in the historical case we are reviewing here, such information is sadly not always available.

After more than 600 individual power measurements, over a period of more than four years, the results summarized in Table 2 were obtained.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Calorimeters</th>
<th>Half-life, years</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>116</td>
<td>14.344 ± 0.0023</td>
</tr>
<tr>
<td>2</td>
<td>58</td>
<td>14.380 ± 0.010</td>
</tr>
<tr>
<td>1</td>
<td>91 &amp; 116</td>
<td>14.356 ± 0.011</td>
</tr>
</tbody>
</table>

Table 2: Summary of the half-life results obtained by Jordan. The uncertainty quoted is the ‘internal probable error’ (50% confidence limits).

After analyzing the data in many different ways, Jordan concludes that the ‘best’ half-life supported by the measurements is (14.355 ± 0.005) years, where the uncertainty quoted is the ‘probable error’ expanded to include some possibility of external (which we take to mean non-random) uncertainty. It is our understanding that the probable error corresponds to a confidence interval of 50%. For a random sample from an infinite normally distributed ‘universe’ this would correspond to 0.6745 times the standard deviation (68.26% confidence). Jordan comments [7] that even extreme errors of 100% in the mass spectrometry values of the other isotopes (\(^{238}\text{Pu},\) \(^{239}\text{Pu},\) \(^{240}\text{Pu}\) and \(^{242}\text{Pu}\)) have very little impact, only changing the \(^{241}\text{Pu}\) half-life extracted by a maximum of 0.003 years. An uncertainty of three years in the assumed value of the half-life of \(^{241}\text{Am}\) causes a shift in the \(^{241}\text{Pu}\) half-life of only 0.0033 years. At the time of Jordan’s work, the half-life of \(^{241}\text{Am}\) was well determined from power measurements to be about 432.6 years with an uncertainty of about 0.7 years [9], and so a three year allowance is considered generous. Likewise, the Mound group [10] knew the half-life of \(^{238}\text{Pu}\) (57.77 ± 0.02) years, the only other nuclide present with a short period, from studies to evaluate the suitability of various radionuclides for use as heat sources [8], and the group were established masters of applying the nuclear calorimetric method to determine half-life and specific powers.

Based on this discussion, it is clear that the major source of uncertainty in Jordan’s determination of the half-life of \(^{241}\text{Pu}\) is the calorimetric precision and bias. This is a consequence of the fact that, in a sense, the half-life of \(^{241}\text{Pu}\) is determined mainly by the rate of in-growth of \(^{241}\text{Am}\). Furthermore, over a few year time period, this rate of change is affected very little by the other isotopes, which have relatively long half-lives compared to \(^{241}\text{Pu}\). In the case of \(^{238}\text{Pu}\) (the next shortest lived) it is also important that it is not very abundant. Another factor is that the method of extracting the half-life of \(^{241}\text{Pu}\) does not require the date of separation, nor the degree of separation, to be known.

In addition, from the fitted coefficients \(C_a\) and \(C_b\) and the weight and isotopic composition of the plutonium items, Jordan was able to calculate the quantities listed in Table 3. These are presented here without justification because adequate detail is not available in Jordan’s surviving notes for the uncertainty analysis to be repeated, and unfortunately covariance information is not provided along with the fitted parameters.

Writing in June 1974, after the larger of the two sources had been returned to AEC, Jordan states that the intention was to continue making calorimetric assays of source number 1, the smaller of the two studied, but that no significant reduction in the experimental uncertainty could be expected for several years. We do not know whether this follow-up work was done or not from the records we have access to.

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(^{241}\text{Am}) half-life</td>
<td>(434.9 ± 0.04) years</td>
</tr>
<tr>
<td>Specific thermal power of (^{241}\text{Pu})</td>
<td>(3.390 ± 0.002) mW.g⁻¹</td>
</tr>
<tr>
<td>Mean beta energy from (^{241}\text{Pu}) decay</td>
<td>(5.53 ± 0.04) keV</td>
</tr>
<tr>
<td>(C_a)/mass (with time t = 0 being the known time of chemical separation of (^{241}\text{Am}))</td>
<td>0.114830 W.g⁻¹</td>
</tr>
<tr>
<td>(C_b)/mass (with time t = 0 being the known time of separation)</td>
<td>0.118220W.g⁻¹</td>
</tr>
</tbody>
</table>

Table 3: Additional quantities extracted from Jordan’s analysis of the \(^{241}\text{Pu}\) sample power measurements.

4. Review of the ASTM recommendations

The ANSI N15.22-1987 standard on calorimetric assay of Pu-bearing solids is no longer updated and ASTM now maintains the consensus international standard test method on nuclear calorimetry for plutonium, tritium, and \(^{241}\text{Am}\) materials. The two data sections are similar. The specific power of \(^{241}\text{Pu}\) cannot be calculated accurately and must be measured directly because the mean beta-particle energy is not well known. The value of the specific power of \(^{241}\text{Pu}\) adopted in ASTM C1458 is credited to Jordan [unpublished 1982] and is (3.412 ± 0.002) mW.g⁻¹, where the uncertainty is estimated at 1σ. By way of independent verification, the calorimetric result of Oetting [11] can be cited...
which makes use of the assigned half-life and is corrected for \(^{241}\)Am. The value adopted by Oetting is \(3.407 \pm 0.034\) mWg\(^{-1}\). The two values agree, but, because Oetting's uncertainty estimate is 17 times larger, it is inconsequential when forming a weighted mean. Thus, in effect Jordan’s value stands alone and unchallenged.

The situation regarding half-life is summarized in Table 4. The adopted value is the un-weighted mean stated to be \((14.348 \pm 0.022)\) years. Upon closer inspection, however, the standard deviation is 0.021 years (not 0.022) and what we really require is the ‘standard error’ of \((14.348 \pm 0.022)\) years. The uncertainty estimate is 17 times larger, it is inconsequential when forming a weighted mean. Thus, in effect Jordan’s value stands alone and unchallenged.

The situation regarding half-life is summarized in Table 4. The adopted value is the un-weighted mean stated to be \((14.348 \pm 0.022)\) years. Upon closer inspection, however, we find that the standard deviation is 0.021 years (not 0.022) and what we really require is the ‘standard error’ (that is the uncertainty on the population mean quoted at the 1\(\sigma\) level) rather than the standard deviation on an individual determination. This is a factor of two smaller at about 0.011 if we assume equal weighing for each of the four measurements. However, to get a (double-sided Gaussian) 68.26% confidence interval we should also apply a coverage factor based on the Student’s t-distribution for three degrees of freedom. This is a multiplier of 1.197 which leads to a 1\(\sigma\) estimate of about 0.013. Note for a 95% confidence level the multiplier is about 3.2 compared to about 1.96 when the number of degrees of freedom approaches infinity.

<table>
<thead>
<tr>
<th>Value (years)</th>
<th>Method</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>14.379 ± 0.013</td>
<td>Mass Spectroscopy</td>
<td>LANL: March’80</td>
</tr>
<tr>
<td>14.34 ± 0.02</td>
<td>Mass Spectroscopy</td>
<td>NBS: Garner’80</td>
</tr>
<tr>
<td>14.328 ± 0.018</td>
<td>Mass Spectroscopy</td>
<td>Geel: DeBievre’81</td>
</tr>
<tr>
<td>14.345 ± 0.003</td>
<td>Thermal Power vs.</td>
<td>Mound: Jordan’82 (unpublished)</td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td></td>
</tr>
<tr>
<td>14.348 ± 0.022</td>
<td>Adopted</td>
<td></td>
</tr>
</tbody>
</table>

**Table 4:** \(^{241}\)Pu half-life data taken from ANSI N15.22-1987 and ASTM C1458.

On the other hand, if we take each entry in Table 4 at face value and apply an inverse variance weighted fit, we obtain a markedly different view because Jordan’s value is then very heavily weighted compared to the rest (accounting for about 91% of the fractional weight). In this case, we obtain a half-life estimate of 14.3461 years with an internal standard uncertainty (formed solely from the input (known) variances on each experiment) of 0.0029 years, and an external standard uncertainty (based on the weighted square of the deviations from the weighted mean) of 0.0046 years.

These are two very different conclusions, particularly with regards to the uncertainty statements. This reflects the procedural differences in how the data is being used. Put another way, there is likely a sizable uncertainty in our estimate of the uncertainty. Adopting one rather than another is based on the subjective belief about the relative quality of the measurements and especially on whether the reported uncertainties are actually reasonable and fair. The value of Jordan has by far the lowest reported uncertainty and yet suffers from not being published and open to full scientific scrutiny. In this work we have revisited some of Jordan’s unpublished notes leading to a half-life estimate of \((14.355 \pm 0.0074)\) years (uncertainty reported at 1\(\sigma\)) in June 1974. Presumably the 1982 value includes additional data and analysis to account for the shift in value and the reduction in quoted uncertainty – but we do not know. The 1982 value is very close, however, to that reported in Table 2 for item 2 measured using calorimeter 116, but with the uncertainty reported at 68.26% confidence (rather than at the ‘probable error’ (50% confidence interval)). So it could be that the 1982 choice was simply a selected value. In any case it is long overdue to overhaul the nuclear data parameters included for information in ASTM C1458.

The widely used 1996 Table of Isotopes [6] value of \((14.35 \pm 0.10)\) years (uncertainty quoted at 1\(\sigma\)) certainly seems conservative in its uncertainty statement compared to experimental capability. The value based on Wellum et al [2, 3], which is approximately \((14.325 \pm 0.015)\) years, and that of ASTM (based on the above discussion) which is \((14.348 \pm 0.013)\) years are in agreement within the combined uncertainties. But whether reported uncertainties, which are substantially lower, for instance as claimed in Jordan’s unpublished work, can be reliably achieved remains open to question. This is important because several well documented measurements of such quality will be needed to convince data evaluators and before we see a substantial reduction in the recommended uncertainty.

5. Conclusions

In recent years, the double-ratio mass spectrometry method has emerged as a powerful and accurate way to determine the \(^{241}\)Pu half-life. The double-ratio technique is believed to be almost independent of mass spectrometer instruments, and hence enables measurements to be made on the same batch of homogenized material over a long time period, even though the particular instruments being used may change. It is also clear that the recommended value for the \(^{241}\)Pu half-life in the ASTM standard was never robust and needs revising in the light of currently available and fully documented data [e.g. 2, 3]. Precise half-life determinations with a low bias should also be possible using nuclear calorimetry. In this case, electrical standards or long-lived radionuclide heat sources can be used to maintain absolute power level calibration over many years for a given calorimeter and also between different instruments. However, it is not experimentally established whether nuclear calorimetry is capable of approaching consistent results with a similar overall accuracy to the double-ratio mass spectrometry approach, or, if unrecognized bias in the analysis remains to be discovered (in one or the other or both approaches). We identified the contribution from \(^{237}\)U, which is usually ignored, as an example of a source of possible calorimetric bias. Within the US DOE complex, nuclear calorimetry is primarily used as a routine assay tool. From a radiometrology perspective, as our discussion on the \(^{241}\)Pu half-life and specific power
determination has highlighted, calorimetry can also continue to support nuclear data. In particular, to the benefit of both the double-ratio and calorimetry techniques, we suggest an inter-comparison exercise. A batch of plutonium rich in $^{241}$Pu should be made, and sealed $^{241}$Pu heat sources made for long term (decades) calorimetry. A portion of the same material should be kept and periodically sampled and distributed to various laboratories for mass spectrometry analysis. A program of this kind would also be an important step to maintaining and enhancing vital expertise in these techniques which underpin safeguards measurements. We also see an opportunity to introduce modern curve fitting techniques and approaches to the uncertainty quantification. We strongly urge the community to investigate this possibility with a well-planned international campaign. The same sealed sources can be tracked using high-resolution gamma-ray spectrometry. The nuclear calorimetry data will also yield an estimate of the $^{241}$Pu specific power and hence also improve the experimental estimate of the mean energy of the soft beta-ray emitted in the decay, which remains quite poorly known and of interest (along with tritium) to the nuclear physics community, for instance, as a test of nuclear models and as a candidate to study possible variation in specific decay rates to changing environments (chemical, physical, and as the earth moves through space). The full beta-particle spectrum may also be accessible to a suitably designed cryogenic micro-calorimeter (a superconducting, transition-edge, sensor-based, high-resolution spectrometer). The mean energy, power, and half-life are related, so given any two, the third can be calculated.
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Abstract:

The field of applied neutrino physics has shown new developments in the last decade. The International Atomic Energy Agency (IAEA) has expressed its interest in the potentialities of antineutrino detection as a new tool for reactor monitoring and has created a dedicated ad-hoc Working Group in late 2010 to follow the associated Research and Development. Several research projects are on-going over the world either to build antineutrino detectors dedicated to reactor monitoring, either to search for and develop innovative detection techniques, or to simulate and study the characteristics of the antineutrino emission of actual and innovative nuclear reactor designs.

The European Safeguards Research and Development Association, ESARDA, has created in late 2010 a group devoted to Novel Approaches and Novel Technologies (NA/NT) allowing to create contacts between the research community and agencies. The ESARDA NA/NT working group has decided one year ago to create a sub-WG dedicated to the detection of antineutrinos. At this 35th ESARDA meeting, we propose to give an overview of the most recent progresses made in the field of antineutrino detection for reactor monitoring, including the actual possibilities and limitations of their detection and the status of various developments towards compact antineutrino detectors for reactor monitoring considered in perspective of the antineutrino emission from various reactor designs. We will then present the objectives of the ESARDA sub-WG devoted to the antineutrino probe.

Keywords: safeguards, non-proliferation, antineutrino detection, nuclear reactors

1. Introduction

The research and Development (R&D) associated to reactor antineutrino detection is very lively. This 35th ESARDA annual meeting has been an opportunity for the antineutrino community to meet in the frame of the NA/NT Working Group (WG) [1]. At this meeting, the proceedings of the last antineutrino detection ad-hoc WG of IAEA (Oct. 2011) has been presented to the attendees, giving the directions that were foreseen by then. After this first part, overview talks focussed on several topics of importance in the field: a review about each main actual detection technique, a review about reactor simulations, and reviews making the links with other fields strongly connected to the topic: reactor antineutrino detection for fundamental neutrino physics, nuclear physics experiments for reactor antineutrino energy spectra and neutron detection techniques.

In these proceedings we will present the motivations for such a structure of the sub-WG meeting, explaining the context and presenting briefly the different topics of the talks.

Let us first recall briefly the principle of reactor monitoring with antineutrino detection.

Large quantities of antineutrinos are produced in the reactor due to beta decays of the fission products and about \(10^{21}\) antineutrinos/s are emitted by a 1 GWe reactor core. The distribution of fission fragments depends on the fissile isotopes (\(^{235}\text{U}, ^{238}\text{U}, ^{239}\text{Pu}\) and \(^{241}\text{Pu}\)) and on the energy of the neutrons in the core. The released energy per fission, the average number of emitted antineutrinos and their average energy depend also directly on the fissile isotope that undergoes fission (see Table 1). Consequently, an antineutrino spectrum measured at a reactor will reflect the thermal power emitted by the core and its composition. Adding to these features the intrinsic properties of antineutrinos which are weakly interacting particles, impossible to shield, the antineutrino detection may then become an interesting tool for reactor monitoring.

<table>
<thead>
<tr>
<th>Isotope</th>
<th>Released energy per fission (MeV)</th>
<th>Mean energy of antineutrinos (MeV)</th>
<th>Number of antineutrinos per fission (E&gt;1.8 MeV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(^{235}\text{U})</td>
<td>201.7</td>
<td>1.46</td>
<td>5.58 (1.92)</td>
</tr>
<tr>
<td>(^{238}\text{U})</td>
<td>205.0</td>
<td>1.56</td>
<td>6.69 (2.38)</td>
</tr>
<tr>
<td>(^{239}\text{Pu})</td>
<td>210.0</td>
<td>1.32</td>
<td>5.09 (1.45)</td>
</tr>
<tr>
<td>(^{241}\text{Pu})</td>
<td>212.4</td>
<td>1.44</td>
<td>5.89 (1.83)</td>
</tr>
</tbody>
</table>

Table 1: Differences in the \(^{235}\text{U}, ^{238}\text{U}, ^{239}\text{Pu}\) and \(^{241}\text{Pu}\) fission properties given in [2] and a calculation of P. Huber and Th. Schwetz [3].

Considering these properties, the IAEA asked to its member states to perform a sensitivity study. The agency organized several meetings between experts and inspectors since 2003, and created in 2011 an Ad-Hoc Working Group devoted to the antineutrino detection. This WG
meeting was associated to an Antineutrino Applied Physics Workshop [4] and a proceedings was written and circulated [5]. The content of the proceedings has been presented by A. Bernstein for the first time to the R&D community and to ESARDA and IAEA members at our next ESARDA NA/NT WG meeting on May 27. The proceedings give indications of directions for the research to come on the path to use antineutrino detection for reactor monitoring and potentially for safeguards.

An antineutrino detector should be as compact as possible, cheap, safe, unattendedly and remotely operated and the data analysis should be performed in a nearly automated way in order to be usable by inspectorates. The optimum situation of an antineutrino detector would be above ground just outside a reactor building.

These requirements remain a challenge for physicists. A cubic meter size footprint for an antineutrino detector placed at about 25m from a reactor core is feasible, but one has up to now to add shieldings around the detector in order to get rid of cosmic ray or reactor induced background, and the shielding may enlarge a lot the footprint, though efforts have been made to include passive shielding into a container so as to leave unchanged the overall footprint. At the moment eliminating the shielding seems to be very challenging in the case of a detector located above ground. But as you will see in the following, the on-going developments show promising improvements in background rejection efficiency by an antineutrino target.

2. Main antineutrino detection techniques

The most common interaction used to detect reactor antineutrinos is the inverse beta decay (IBD) process on proton: $\nu_e + p \rightarrow e^+ + n$ (threshold: 1.8 MeV). Up to now liquid scintillator targets were used as the standard detection technique, usually doped with Gd in order to capture the emitted neutron. The positron energy is directly related to the antineutrino energy. After a neutron capture, the excited Gd isotope emits a gamma cascade of total energy 8 MeV detected in a delayed coincidence (delayed signal) (in average 30 $\mu$s) with the positron signal (prompt signal). This technique was used extensively by numerous fundamental neutrino physics experiments. The quality of the liquid scintillator doped with Gd has been the object of an important R&D and the new generation reactor experiments Double Chooz, Daya Bay and Reno use this method [6-8]. But one could replace Gd with other nuclei exhibiting large neutron capture cross-sections such as $^6$Li and $^{10}$B. The advantages of these nuclei is that neutron capture gives birth to heavy nuclei which can be distinguished from gamma rays through Pulse Shape Discrimination techniques (PSD): $n + ^6$Li $\Rightarrow ^7$Li + $\alpha$ (6%) and $^7$Li + $\alpha$ + 0.48 MeV (94 %). These neutron captures occur for neutrons less thermalized than in the case of neutron capture on Gd isotopes leading to a shorter path of the neutron in the detector. This opens the possibility of more compact detectors and maybe to relate with a better accuracy the neutron direction to the impinging antineutrino direction [9]. Unfortunately liquid scintillators doped with $^6$Li are not yet stable enough and R&D is ongoing to develop new liquids [10]. The actual alternative is to use solid plastic detectors using $^6$Li:ZnS layers as we will see in the next section.

In order to comprehend the interests of the various detection media, one has to understand the possible background signals that could blur the antineutrino one. Cosmic rays constitute a recurrent background source, independently of the type of reactor to monitor. Usually fundamental neutrino physics experiments eliminate an important part of this background with underground deployments, allowing large overburden. Even at shallow depth the hadronic part of the background is eliminated, while remain cosmic muons mainly. These cosmic muons are at the origin of Michel electrons, fast neutrons and cosmogenic nuclei i.e. radioactive nuclei, both created through electromagnetic spallation or muon capture processes in the matter. Let’s classify the backgrounds in two categories: the accidental background which mimics the antineutrino signal through random coincidences between for instance gamma rays from natural radioactivity of the rock or materials and fast neutrons arising from the cosmic muons; and the correlated background which mimics the antineutrino signature with a prompt and a delayed signal arising from the same physics event. Fast neutrons can constitute a correlated background if they are moderated in the detection medium on protons which recoil limit the positron energy loss before being captured on the chosen absorbant (Gd or else). Cosmogenic isotopes which are beta-delayed neutron emitters can also be a source of correlated background. With above ground deployments, one has in addition to cope with the hadronic part of the cosmic rays i.e. mainly neutrons.

Different methods can be developed to help distinguishing between the background and antineutrino events. Antineutrino detectors should use low radioactivity materials to minimize accidental background. Lead shielding is also used around the antineutrino target to decrease the gamma ray background, which can be very strong at very short distance of a research reactor. Borated polyethylene shielding is used to decrease the neutron background reaching the target. Then usually the target detectors are complemented with an active cosmic muon veto detector, allowing to tag a muon interaction and preventing to measure events in a definite time window following the muon signal in the veto. In addition Pulse Shape Discrimination technique is used, especially with liquid scintillator targets, with the goal to distinguish neutron from gamma signals. Different target media can also be used to eliminate some background components.
The actual main techniques use these different methods at a different level: liquid scintillator based detectors, solid plastic based detectors and water based detectors [11].

2.1 Liquid scintillator based detectors

The liquid scintillator technique doped with Gd is the most mature detection technique employed for several decades. The properties observed in large detectors designed for fundamental physics are nevertheless hard to transpose to small scale detectors as edge effects combined with a limited number of PMTs affect the energy and spatial resolution one can obtain. The first demonstration of antineutrino detector for reactor monitoring was made by the SONGS experiment [12] with a very simple detector of modest detection efficiency that took data unattended for about one year. Since then, efforts have been concentrated towards an optimization of the detector performance with different designs. According to the simulation work developed to design small scale detectors, the energy resolution can be very good and the detection efficiency as well, depending on the size and number of PMTs used. In order to optimize the background rejection, the use of PSD is mandatory, especially for above ground deployments. Up to now high performance detectors still require shieldings and a cosmic muon veto around the target which increase a lot the detector footprint. There are several on-going efforts worldwide with different goals; SONGS2 (3.6 t detector) at a CANDU reactor in Point Lepreau Canada [11,13], the KASKA prototype first installed at the JOYO fast reactor and now installed above-ground at a PWR (with an on-going PSD R&D) [14], the Nucifer detector at the OSIRIS research reactor in France [15] (with an on-going PSD R&D and the goal of an optimized efficiency).

2.2 Solid plastic based detectors

An alternative to liquid scintillator target detectors is the use of solid scintillators. The use of solid scintillators prevents the safety problems that could arise from the use of liquids of rather low flash points. Another advantage is the possible segmentation of the detector. The segmentation ensures naturally a very good spatial resolution and allows further background elimination thanks to multiplicity cuts. A set of projects develop segmented plastic concepts with Gd layers on slabs, either read by PMTs or MPPCs with fibers: the DANSS (Russia) [11,13], CORMORAD (Italy) [16] and the PANDA (Japan) [11,13] experiments. All three experiments have deployed prototypes at reactors. In these designs, the searched prompt and delayed signals are still produced by photons (use of Gd sheets) and distinguished with an energy cut helped by the topology of the events. If we refer to the DANSS collaboration predictions for their design [11,13], the energy resolution is not as good as in liquid scintillator designs, but the spatial resolution is much better and the detection efficiency could be quite high. No full scale detector has taken data yet, so these figures should be confronted to experimental measurements before drawing any conclusions. The full scale DANSS detector is under construction and should bring new results in the very next years. Results will be presented at the ESARDA NA/NT meeting in Bruges [11].

Another possibility is the use of solid segmented plastic detectors with $^{6}\text{Li}:\text{ZnS}$ layers instead of Gd sheets. The use of $^{6}\text{Li}$ allows the identification of the neutron through PSD information and the segmentation gives a precise location of the interaction. The neutron is captured after a lower energy loss in $^{6}\text{Li}$ than in Gd, its range is thus shorter. This opens a potentiality for more compact detectors, and direction sensitive measurements.

The Sandia lab. in collaboration with LLNL have already tested a 4-cell prototype with organic scintillator and ZnS:Ag/$^{6}\text{LiF}$ screens on outer surface at the San Onofre power station in 2011. The ability of such a design to reduce background thanks to the topology of the events was demonstrated. In Europe, the SOLID collaboration has developed a different design using fibers for the light collection and MPPCs with electronics inherited from T2K [15,17]. A small prototype is being deployed at the BR2 reactor in Mol (Belgium), and the full scale detector should be built during the upcoming years. These developments will allow to appreciate the real quantitative improvements of this approach which seems to be very promising.

2.3 Water based detectors

Another way to eliminate background is to choose another detection medium, like water detectors in which GdCl$_2$ is dissolved. In these detectors, the detection reaction is still the IBD process. The prompt signal is provided by the Cerenkov light of the created positron in the water, and the delayed signal by the photons coming from the deexcitation of the Gd isotope after neutron capture. Only the particles generating a Cerenkov signal can be detected. This induces a quite high energy threshold on the reactor antineutrino detection [18] but also allows to eliminate a large part of the fast neutron background as neutrons of energy lower than 500 MeV cannot be detected (because of the recoil proton Cerenkov threshold).

R&D is on-going as there are plans to fill in large detectors for fundamental neutrino physics [18]. Two initiatives of such detectors developed for safeguard purposes exist: the Brazilian project ANGRA and the water detector deployed by LLNL at the San Onofre power station.

The construction of the ANGRA detector is nearly finished and the detector should be deployed above ground before the end of this year [11,13]. The detector of the LLNL is deployed above ground and the data taken are under analysis. The drawback of the water detectors is the impossibility to identify particles and a poor energy resolution. But these detectors are inherently safe thanks to the use of water.
2.4 Comparative properties

One objective of the next antineutrino detection sub-WG group meeting in Brugge is to show the results of these various experiments but also to try to find common ways to quantify the detection properties. We need to agree on common definitions of quantities to qualify the detector performances. This is mandatory to allow comparisons helping leading the further required R&D. This is also mandatory to be able to use the detector performances in the study of diversion scenarios, coupling reactor simulations to detection scenarios. These scenarios can also help leading the R&D by characterizing what are the detection properties to be improved in order to meet the required sensitivity on the fuel composition of various reactor types.

3. Reactor simulation initiatives

Several reactor simulation developments for reactor monitoring with antineutrino detectors are on-going worldwide. The first initiative came from the Double Chooz collaboration with the development of a simulation tool, the MCNP Utility for Reactor Evolution (MURE) code [19] and first scenarios involving PWR and CANDU reactors [20]. Since then several groups study diversion scenarios taking into account reactor physics constraints. The latter point is mandatory because these reactor physics constraints may eliminate de facto some scenarios that would be impossible to realize for safety reasons inherent to the operation of a reactor core. These reactor physics constraints influence also the results of a given scenario as the fission rate variations due to a fissile material diversion may be restricted by constraints on the maximal variation of the multiplication coefficient of the core or the fuel composition may be constrained by the minimum required delayed neutron fraction...

To study whether an antineutrino detector of a footprint of a cubic-meter would reach an accuracy sufficient to detect a “significant” diversion in a “timely” fashion, the studied scenarios usually adopt the following IAEA definitions: a significant quantity would be of 8 kg of plutonium to be detected in the timeliness of 3 months.

IAEA is interested in knowing the response of an antineutrino detector associated to a lot of reactor designs and cases. Among the main ones, are the on-load reactors (CANDU but also Gen-IV Pebble Bed Reactors), the main Gen-IV designs, and the capability to distinguish various fuel compositions, like UO\textsubscript{x} vs MOX fuels or innovative fuels (including standard fuel burnt in non thermal reactors).

Several studies are on-going and will be presented at the ESARDA NA/NT WG meeting [21].

A common methodology animates the following studies: first checking the modelled reactor physics using most of the time benchmarks, then check the feasibility of the considered scenarios under reactor physics constraints and check the interest of the scenario for safeguards (quality, quantity of the diverted materials). The last step is to analyse the probability of detection of the diversion using statistical tests, provided a number of hypotheses on the detector location, size, detection efficiency...

A study is on-going at Georgia-Tech and LLNL to see if antineutrino detection could help monitoring the irradiation of plutonium-based ‘MOX’ fuel to ensure the material is hard to recover without reprocessing [22]. Two reactor designs are under study, using MCNPX and the CINDER evolution code; a Westinghouse-type PWR with partial MOX loading (most common on the US side) and the Fast reactor BN-600 with partial and full MOX loading (Russian side). The relation between the hypothetical detected antineutrino signal with the burnup is under study. Diver
dition scenarios of replacement of assemblies by LEU or dummy assemblies are also under study.

Recent results obtained with the MURE code were presented recently [23]. Scenarios for a PBR (Pebble Bed Reactor) and a sodium-cooled FBR (Fast Breeder Reactor) have been studied. These reactors are Gen IV reactors, presenting issues for safeguards purpose: a PBR is an on-load refuelling reactor, easing the withdrawal of plutonium of good quality, while FBR can, by definition, build-up plutonium.

Sophisticated statistical methods inherited from fundamental neutrino physics calculations are also being used to compute the sensitivity of the antineutrino probe to the fuel content [24]. These calculations rely on assumptions made on the detector size, location, performance, but also on the reactor power. They were not yet coupled to realistic reactor simulations but one could imagine to do so in a near future as the statistical tests constitute the ultimate steps of the study of scenarios. One outcome of these studies is the limitation of the sensitivity of the antineutrino probe due to the actual uncertainties associated to the reactor antineutrino spectra [24]. This opens a natural link between our problematics and nuclear physics as the antineutrinos are emitted in the beta decays of the fission products.

4. Links with other physics fields

An important work has been performed recently to investigate the existing methods to compute the antineutrino energy spectra associated to the main isotopes contributing to the fissions in a Pressurized Water Reactor i.e. 235U, 239Pu, 238U and 241Pu. The method developed by Schreckenbach et al. to convert the reference ILL integral beta spectra [25] was revisited leading to a normalisation shift of the newly obtained spectra upward by 3 % [26-28]. In parallel, the method relying on the summation of all the beta decay branches of the fission products was revisited as
well, taking benefit from the huge quantity of nuclear data available nowadays [26, 29], coupled to the MURE code. These works led to new synergies of our problematic with fundamental neutrino research on one hand with new experiments at reactors aiming at evidencing potential sterile neutrinos [30] and with nuclear physics measurements on the other hand to improve our knowledge of the reactor antineutrino spectra [29,31].

4.1 Nuclear Physics

The antineutrino spectrum associated with one of the 4 fissioning isotopes in a moderated reactor can be computed as the sum of the contributions of all fission products thanks to the use of the full information available per nucleus in nuclear databases. This so-called summation method is useful on several aspects. Not only it is the only one adapted to the computation of the antineutrino emission associated to various reactor designs, but also it allows the computation of antineutrino spectra for which no beta spectrum was measured so far. Moreover it is one of the only alternatives to the ILL data whilst takes into account off-equilibrium effects and allows to work with different energy binning of interest for reactor neutrino experiment analyses.

Lately, new summation method calculations of the antineutrino energy spectra arising after the fissions of the four main fissible isotopes $^{235,238}$U, and $^{239,241}$Pu in PWRs were obtained. The new calculations include the recently measured beta decay properties of the $^{102,104,106,108}$Tc, $^{109}$Mo, and $^{10}$Na nuclei, that were suspected to suffer from the Pandemonium effect [31]. These beta feeding probabilities, measured using the Total Absorption Technique (TAS) at the JYFL facility of the University of Jyvaskyla, have been found to play a major role in the estimate of the antineutrino spectra [31]. Following the fission product summation method, the calculation was performed using the MURE evolution code coupled to the experimental spectra built from beta decay properties of the fission products taken in evaluated databases. These latest TAS data are found to have a significant effect on the Pu isotope energy spectra and on the energy spectrum of $^{238}$U. It has thus been shown that the Pandemonium effect plays a major role in the estimate of the antineutrino spectra [29]. TAS measurements can allow to improve drastically the prediction ability of these spectra. Moreover, independent evaluations of the reactor spectra could provide new constraints on the potential existence of sterile neutrinos but require a complete error calculation associated to the summation method spectra.

4.2 Neutrino Physics

As quoted above, the recent re-computation of the reactor antineutrino spectra has motivated a new search for sterile neutrinos at reactors with short baseline experiments [26-28]. Most of the projects quoted above are mainly motivated by safeguards, but have added a fundamental physics part to their physics case. Conversely, new projects aiming at measuring sterile neutrinos at reactors could bring new detection and sensitivity information valuable for non-proliferation. In addition to the projects already quoted above, one can quote the following projects: SCRAM (LLNL US), Neutrino4 (Russia), POSEIDON (Russia), HANARO (Korea), and STEREO (France) [30].

A review will be presented at the ESARDA NA/NT meeting, with emphasis on the possible synergy with reactor monitoring using antineutrino detection [21].

In addition to these projects, large detectors deployed at power plants measuring the theta13 mixing angle, Double Chooz, Daya Bay and Reno, can bring new results regarding the antineutrino probe. First the R&D performed in the frame of these fundamental physics experiments triggered some of the R&D made for neutrino applied physics. Secondly, their near detector measurements will provide sensitivity limits for probing the fuel content of a power reactor core when combined with the associated reactor simulation and operation parameters. In this frame, a detailed full-core simulation of the Chooz PWRs, the most common reactor design in the world, has been successfully developed last year with the MURE code in order to compute their antineutrino emission for the Double Chooz experiment [6,32]. These simulations will be compared during the second phase of the Double Chooz experiment with the near-detector data, giving a limit to the sensitivity on the fuel composition and reactor power that antineutrino detection could bring. A careful estimate of the fission rate systematics has been done and could allow to maintain the error associated to the antineutrino prediction as low as 1.7% [32]. This simulation is the first realistic simulation of a reactor core performed in the frame of a reactor antineutrino experiment. This constitutes a key step of the studies of the detection of antineutrinos for non proliferation purpose as it will enable us to evaluate the sensitivity of this probe thanks to its accuracy. This validation is all the more important as we are moving toward an integrated tool (detector + simulation) for our non proliferation effort. Thirdly, the near detector measurements may constrain the value of the weak magnetism term entering in the antineutrino spectrum calculation. This term is subject to large uncertainties akin to affect the normalisation of the antineutrino spectra [27].

4.3 Neutron Detection

As we have seen in the first sections of these proceedings, the detection of a reactor antineutrino is signed by a delayed coincidence between the signals created by a positron and a neutron. There is thus obviously strong synergies between antineutrino detector and neutron detector R&D. For instance some segmented plastic detector designs quoted above have led to detectors that
could possibly replace $^3$He counters. The STUK develops a design of neutron detector combining plastic scintillator and $^{10}$B. We can also quote the scintilla project which aims, among other objectives, at developing alternative techniques to $^3$He counters to detect low energy neutrons [33]. We thus have to create bridges between the two research communities which should allow to improve neutron and antineutrino detection efficiencies and share ideas [21].

5. Conclusions and outlooks

In these proceedings, we have attempted to review briefly the main experimental projects on-going for near-field reactor monitoring. Several complementary techniques are employed to reject backgrounds while preserving the antineutrino detection efficiency, either based on different detection media either based on geometrical properties. This large variety of designs is accompanied by a large variety of deployment sites and a lot of results can be expected in the coming two years.

All these research axes are the object of discussions and exchanges between nuclear facility operators, safeguard authorities and researchers in the frame of the sub-working group (WG) devoted to the antineutrino probe of the European Safeguards R&D Association (ESARDA [1]). This sub-WG is part of the NA/NT WG created in 2010 by the ESARDA. The goal of the sub-WG is to establish a roadmap for the development and performances of antineutrino detectors for reactor monitoring. Regular meetings are organized and the last one was held at the occasion of the ESARDA annual meeting in Brugge (Belgium) on May 27, 2013 [1] and is the object of these proceedings. Very interesting discussions were held at this occasion, presenting the proceedings of the first Ad-Hoc WG meeting at IAEA [5, 22], review talks on the on-going studies, but also on the synergies with other physics areas [21]… This material should help the community to draw the roadmap bringing the antineutrino detection on the next level of the Technology Readiness scale [34].
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**Abstract:**

This paper reports on the results of the experiments performed on spent VVER-440 fuel assemblies at the Paks Nuclear Power Plant (NPP), Hungary. The fuel assemblies submerged in the service pit were examined by high-resolution gamma spectrometry (HRGS). The assemblies were moved to the front of a collimator tube built in the concrete wall of the pit in the reactor block at the NPP, and lifted down and up under water for scanning by the refueling machine. The HPGe detector was placed behind the collimator in an outside staircase. The measurements involved scanning of the assemblies along their length of all the 6 sides, at 5-12 measurement positions side by side. Assembly groups for measurements were selected according to their burnup (10–50 GWd/tU) and special positions (e.g. control assembly, neighbour of control assembly). Burnup differences were well observable between assembly sides looking towards the center of the core and opposite directions. Also, burnup profiles were different for control assemblies and normal (working) fuel assemblies. The ratio of the measured activities of Cs-134 and Cs-137 was evaluated by relative efficiency (intrinsic) calibration. Measurement uncertainty is around 3%. Taking into account irradiation history and cooling time (i.e. the time elapsed since the discharge of the assembly out of the core), the activity ratio Cs-134/Cs-137 shows good correlation with the declared burnup.

**Keywords:** Cs-134/Cs-137 ratio; high resolution gamma spectrometry; non-destructive assay; spent fuel verification
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1. Introduction

Safeguarding spent fuel includes independent verification of fuel parameters such as burnup, cooling time, and fission material contents. Burnup is usually calculated and declared by the operator. Improving the accuracy of the calculation code has a great importance. The objective of this project is to support burnup calculation of spent VVER-440 type fuel assemblies at Paks Nuclear Power Plant (NPP) by an independent experimental method. Most often nondestructive methods are used employing gamma and neutron techniques [1, 2].

On the other hand, burnup data are useful for the assessment of fuel performance in the core as well as for reactor safety and fuel economy considerations. The burnup limit is provided by the supplier of the fuel. For safety reason, this value is to be reduced by the uncertainty of the burnup determination. The limit obtained in this way should be observed during reactor operation. Thus, effective exploitation of the nuclear fuel is limited by the uncertainty of the burnup calculation code. If the uncertainty of calculation were less, the safety margin could be decreased, thus fuel burnup could be raised for more effective fuel use (in addition to introduction of new assembly types and longer refueling period). Producing more power involves burnup increase, otherwise the amount of fuel should be raised thereby worsening the economy.

For verifying burnup calculated from reactor parameters, high resolution gamma spectrometric (HRGS) experiments have started at our institute for assessing the uncertainty of the burnup code used at the NPP. This paper presents a comparison of the measured and simulated values of a quantity found to be in correlation with the burnup; namely the activity ratio of the fission products Cs-134 and Cs-137. Improving the burnup calculation code based on the data presented here will ensue later.

This paper is split up into three parts reporting the experiments. The first section describes the technique used in the experiment, followed by evaluation and results. Finally some conclusions are drawn in context with enhancing the precision of the measurements and its role in refining the correlation between burnup and the activity ratio Cs-134/Cs-137.

2. Experimental

The fuel assemblies were transferred under water to the service pit for measurement. The experimental setup, shown in Fig. 1, was the same as described in an earlier paper [3]. The assemblies were moved to the front of a lead collimator built into the concrete wall of the pit in the reactor block, and moved down and up under water by the refueling machine. The 120 cm long collimator tube was shut on the water side by a 5 mm thick steel plate. Translation and rotation of the assemblies were performed for a full scanning. The distance of the assemblies from the closing plate of the collimator was from 30 to 60 cm in water depending on the activity of
assembly. Gamma spectra were taken by a 46 cm³ coaxial HPGe detector placed behind the collimator in an outside staircase. The collimator enabled the detector to see the whole cross section of the assemblies, in 1 cm height. The remote controlling of a laptop computer was done from the measurement stand in the reactor hall by another laptop PC controlling the multichannel analyzer in the staircase through a local area network. Measurements were performed at 5-12 measurement positions along each of the 6 sides of the hexahedral prism shape assemblies.

A direct fission product $^{137}$Cs is widely considered as the best isotope for burnup verification. It has a measurable penetrating gamma energy of 662 keV, and similar yield comes from both U and Pu fission, where neutron absorption is negligible, and has a long half life of 30 yrs. This latter also explains its insensitivity to changes of the irradiation history. The activity of Cs-137 is proportional to the burnup (see, e. g., [4]). The measured Cs-137 intensity depends on the geometry as well. The correlation between burnup and the count rate of $^{137}$Cs measured at half-height of the assemblies is shown in Fig. 2.

A typical axial distribution of the count rate of the 662 keV gamma rays of Cs-137 and the calculated burnup profile are plotted in Fig. 3.

---

**Fig. 1: Scheme of the experimental setup**

**Fig. 2:** Correlation between burnup and the count rate of $^{137}$Cs measured at half-height of the assemblies. The line fit corresponds to the equation for the operator-declared burnup $BU = 1.02 A_{Cs137}$.

**Fig. 3:** A typical measured axial Cs-137 activity profile and the burnup profile calculated by the operator. Vertical coordinate is indicated on the refuelling machine.
Whereas the intensity profile along the length of an assembly follows the axial burnup profile, intensity values, however, depend on the measurement geometry, the absorption of gamma-rays, and the detector applied. Furthermore, incorrect assembly positioning is much more likely during assembly rotation than during axial scanning. Since experimental conditions did not allow arranging the geometry precisely enough, Cs-137 activity alone is not suitable for examining the azimuthal burnup profile, for which the activity ratio Cs-134/Cs-137 is more suitable. As Cs-134 is not a direct fission product, but is formed by neutron capture on the fission product Cs-133, its abundance is approximately proportional to the square of the burn-up. The activity ratio of Cs-134 to Cs-137 (Cs ratio) is therefore approximately proportional to the burnup again [1, 5]. Unlike the count rate of a given peak, the activity ratio is independent of the geometry, the absorption, and the detector. For illustration, an assembly was measured at different distances from the collimator. The dependence of the Cs ratio on the distance is shown in Fig. 4. As seen, the measured ratio remains unchanged within to 1% at the assembly movement of more than 20 cm.

\[ y = 4E^{-05}x + 0.5108 \]

Fig. 4: The activity ratio Cs-134/Cs-137 plotted as a function of collimator window-to-assembly horizontal distance. The coordinate 2800 corresponds to 335 mm water layer

A total of 28 spent fuel assemblies were measured at 5-12 fixed height positions, from all six sides. Table 1 shows the main characteristics of the assemblies assayed. Four assembly groups were selected, six assemblies in each, as the core was divided into six sectors. From all sectors, assemblies of similar positions and histories were chosen. Their burnup and cooling time varied between 10 – 45 GWd/tU and between 0.7 – 5.7 years, respectively. Follower parts of two control assemblies and their neighbours were also assayed. The intensities of the 605 and 796 keV peaks of Cs-134 as well as the 662 keV peak of Cs-137 were measured for 300 – 600 s in each position.

Table 1: Main data of the assemblies measured. Each group contains 6 assemblies of the same initial enrichment, burnup and irradiation history. Besides total burnup, yearly data are also given. Measurements were carried out at the end of the last campaign. Accumulated (over the campaigns) cooling times are indicated.

<table>
<thead>
<tr>
<th>main</th>
<th>BU / Campaign</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>group</td>
<td>enr. %</td>
</tr>
<tr>
<td>1</td>
<td>3.8</td>
</tr>
<tr>
<td>2</td>
<td>1.6</td>
</tr>
<tr>
<td>3</td>
<td>3.8</td>
</tr>
<tr>
<td>4</td>
<td>2.4</td>
</tr>
<tr>
<td>follower</td>
<td>2.4</td>
</tr>
<tr>
<td>follower</td>
<td>3.8</td>
</tr>
<tr>
<td>neighbour</td>
<td>3.8</td>
</tr>
<tr>
<td>neighbour</td>
<td>3.8</td>
</tr>
</tbody>
</table>

The measurement campaign lasted for 5 weeks. About 1200 spectra were evaluated by dedicated software developed at the institute. Statistical uncertainty of peak areas was around 1%. Cs ratios were extrapolated to a common date of the beginning of the measurements, due to the relatively short half-life (2.06 y) of Cs-134, and were determined for each measurement point. The extrapolated Cs activity ratios varied between 0.1 and 1.5.
3. Evaluation and results

Activity ratios were determined using the main gamma lines of Cs-134 (605, 795 keV) and the 662 keV line of Cs-137 by the relative efficiency (intrinsic) calibration method [5]-[7], which utilizes the fact that activities calculated from different gamma lines of the same isotope must be equal. Cs-137 activity and the activity ratio were evaluated at every measurement point.

A relative efficiency curve was constructed by using the two gamma lines of Cs-134 mentioned above. For energies above ~300 keV, the efficiency curve of HPGe detectors can be approximated with a linear function on a log-log scale. In the short interval between 605 and 796 keV, however, the linear approximation gives acceptable accuracy. For real spectra, the statistical uncertainty of the peaks other than those at 605 and 796 keV is quite high, thus only the peaks at 605 and 796 keV were used for constructing the relative efficiency curve. Using only two points on the linear scale simplifies the calculations, and provides an efficiency curve which might be the cause for small systematic biases in the measured Cs-ratio, but is free from random uncertainties which would emerge from using more gamma energies and a more complicated functional form for the efficiency. The eventual systematic bias is expected to be well below the uncertainty which is aimed at the present stage of the project. Using the γ-energies 605, 662, and 796 keV, a Monte Carlo simulation provided a difference below 2% from the linear approximation in the relevant energy interval. The γ-rays of the three energies coming from various pins were taken into account in the model, and the ratios of the corresponding count rates were examined after intensity summing, considering various radii of the water cylinder the assembly being immersed.

The relative efficiency \( \varepsilon_{\text{Cs134}}(E) \) as a function of the gamma-ray energy \( E \) can be given as

\[
\varepsilon_{\text{Cs134}}(E) = \frac{(I_{796} / B_{796} - I_{605} / B_{605})}{(796 - 605)\text{keV}} \times E(\text{keV}) \\
+ \frac{(I_{605} / B_{605}) \times 796\text{keV} - (I_{796} / B_{796}) \times 605\text{keV}}{(796 - 605)\text{keV}}
\]  

(1)

Then the activity ratio \( ^{134}\text{Cs}^{137}\text{Cs} \) can be determined as

\[
\frac{A_{134}}{A_{137}} = \frac{\varepsilon_{\text{Cs134}}(662\text{keV})}{I_{662} / B_{662}}.
\]

(2)

Here \( I_{605} \) and \( I_{796} \) are the measured peak areas of the 605 and 796 keV γ-lines of \( ^{134}\text{Cs} \), \( I_{662} \) is that of the 662 keV γ-line of \( ^{137}\text{Cs} \), whereas \( B_{605} \), \( B_{796} \), and \( B_{662} \) are the corresponding emission probabilities.

The measured and calculated burnup profile of an assembly in terms of the Cs ratio is shown in Fig. 5. The calculation was carried out by the operator [8]. Production and decay of the Cs isotopes was followed by the C-PORCA code [9]. This model was developed with the help of the burn-up calculation procedure of the HELIOS 2D transport code [10]. The necessary fission yields, decay constants, cross section data and number densities arose from the data library of HELIOS code which was based on the ENDF/B-VI data files [11] in this case. The system of the differential equations was solved by the method of fourth order Runge-Kutta as part of the C-PORTA code. The results of calculations represent the burn-up and the concentrations of Cs isotopes in individual pins of an assembly at axial nodes of 6 cm height. This means that calculated burn-up and concentrations for an assembly comprise a dataset of 41 values for each of the 126 pins. Burnup asymmetries throughout the core were revealed and interpreted. Four groups of assemblies were measured with various burn-up and cooling time. Differences of uniform burnup assemblies were observable between assembly sides looking at the center of the reactor core and opposite directions.

![Burnup profile](Fig. 5: A typical Cs ratio profile with experimental points and theoretical curve)
This is illustrated on a polar diagram in Fig. 6 by a graphical representation of the Cs ratio measured in a group of six assemblies symmetrically positioned around the core during reactor operation. The burnup of the assemblies was uniformly 26 GWd/tU, whereas they were measured with 2.6 years cooling. It was shown that Cs ratios (in blue) are higher on the assembly sides looking at the core centre (the values plotted at the vertices of the hexagons correspond to those at faces of the assemblies). In this case Cs ratio is varying between 0.47 – 0.66, reaching the higher value on the side nearer the core centre and the lower value on the opposite side.

For example, Cs ratios measured on the 6 sides of the assembly on the top of the figure are as follows: on the side looking straight down (direction core centre), it is around 0.66, whereas on the side looking straight up, around 0.47.

Fig. 6: Measured azimuthal Cs-ratio profiles at half-height of pins of the 26 GWd/tU burn-up assembly group around the core

Certain groups of assemblies show strong burnup asymmetries depending on the position of their sides with respect to the centre of the core, referring to “anomalies” in temperature or neutron flux in the core. Burnup profiles of the working assemblies and of the followers also differ from each other, in accordance with the measurements.

Measured axial profiles (in terms of Cs ratio) of a working assembly are plotted in Fig. 7, whereas those of a control assembly are in Fig. 8, at various angles of assembly rotation. Control assemblies consist of absorber and follower parts, the latter contain fuel pins like working assemblies.
Further experiments are required to refine the agreement between experiment and calculation, thus further decrease the uncertainty of both the measurements and the calculation.

4. Conclusions

Both the axial and azimuthal burnup profile of spent fuel assemblies can very precisely be followed using the results from non-destructive HRGS measurements.

Considering the statistical error (1%) and the linear approximation of the efficiency, uncertainty of the measured data is about 3%. This can be improved by longer measurements and a more accurate treatment of the efficiency. We would eventually like to reach 1% accuracy at least. It is expected in this initial state of the project that the currently assumed 13% (3σ) uncertainty of burnup calculation can be decreased by utilizing the data of the experimental results. This facilitates observing safety limits more...
accurately in planning of the loading pattern of the core and during reactor operation.

Measurement of additional assemblies is needed to refine the agreement between experiment and calculations.

It is foreseen that the experimental results will be used for improving the accuracy of the burnup calculation code, thus enabling more efficient use of the nuclear fuel. However, the connection between the uncertainty of the burn-up value and the Cs activity ratio needs to be investigated for different operational parameters and cooling times.
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Abstract:
One of the most common ways to investigate new Non-Destructive Assays (NDA) for the spent fuel assemblies are Monte Carlo simulations. In order to build realistic models the user must define in an accurate way the material compositions and the source terms in the system.

This information can be obtained using burnup codes such as ORIGEN-ARP and ALEPH2.2, developed at SCK•CEN. These software applications allow the user to select the irradiation history of the fuel assembly and to calculate the corresponding isotopic composition and neutron/gamma emissions as a function of time.

In the framework of the development of an innovative NDA for spent fuel verifications, SCK•CEN built an extensive fuel library for 17x17 PWR assemblies, using both ORIGEN-ARP and ALEPH2.2. The parameters considered in the calculations were initial enrichment, discharge burnup, and cooling time. The combination of these variables allows to obtain more than 1500 test cases.

Considering the broad range of the parameters, the fuel library can be used for other purposes apart from spent fuel verifications, for instance for the direct disposal in geological repositories.

In addition to the isotopic composition of the spent fuel, the neutron and photon emissions were also calculated and compared between the two codes. The comparison of the isotopic composition showed a good agreement between the codes for most of the relevant isotopes in the spent fuel. However, specific isotopes as well as neutron and gamma spectra still need to be investigated in detail.

Keywords: Spent Fuel; PWR; ORIGEN-ARP; ALEPH2.2

1. Introduction

Spent fuel is characterized by a very high neutron and gamma emission due to the spontaneous fission of heavy nuclides and radioactive decay of fission products that have been produced during irradiation. The irradiation in the reactor produces numerous fission products and actinides that make the resulting isotopic composition and associated gamma spectra particularly complex [1]. Considering the high neutron and gamma field together with the significant heat coming from the decay of the fission products and actinides, the spent fuel is generally stored under water in a spent fuel pool and it is not directly accessible by the safeguards inspectors. Given the characteristics listed above, the spent fuel can be considered as one of the most difficult materials to verify during an inspection.

Non-destructive assays (NDA) are one of the possible methods to verify the spent fuel and several research projects are trying to improve their current capabilities [2],[3]. One of the ways to investigate new NDA for the spent fuel assemblies are Monte Carlo simulations. In order to build realistic models the user must define in an accurate way the material compositions and the source terms in the system. Therefore an effort was made to define a spent fuel library that serves as reference to benchmark the performances of the measurements methods under investigations.

The goals of this preliminary work are therefore twofold. The first one is to understand how the irradiation history of the fuel influences its isotopic composition (and consequently its neutron and gamma source strength). The second one is to generate automatically several input cards compatible with the MCNPX [4],[5] code that will be used in the study of innovative NDA techniques. To achieve both goals the spent fuel needs to be characterized in terms of isotopic composition, neutron and gamma emission (both source intensity and energy spectrum).

Section 2 of this paper describes the main features of ORIGEN-ARP and ALEPH2.2, the two codes used for the simulations, together with a brief explanation on the models that have been incorporated in both codes.

The third section gives an overview of the main structure of the spent fuel library and of the range of the parameters used to create it (initial enrichment, burnup, and cooling time). This section contains the main results obtained with the ORIGEN-ARP simulations. The neutron emissions are separated into the two main components (α,n reactions and spontaneous fissions) and the total values are plotted against initial enrichment (IE), burnup (BU) and cooling time (CT). In addition, the role of individual isotope is studied to understand how the composition of the spent fuel influences the neutron emissions.

A comparison between the results obtained with ORIGEN-ARP and ALEPH2.2 is carried out in section 4. Both the
neutron emissions and nuclide concentrations calculated by the two codes are evaluated as a function of the burn-up and cooling time.

Section 5 considers some parameters (e.g. boron concentration in the water) that have an impact on the final results of the simulations. The impact is estimated both in terms of neutron emissions and nuclide concentration. This chapter is based on the results of ALEPH2.2 simulations, since with this code the user can completely define the geometry and material composition of the system.

The libraries built with the two codes are compared in section 6 with the spent fuel reference library developed by the Los Alamos National Laboratory (LANL). This comparison considered the data of the total neutron emission and of four neutron emitters (two Cm isotopes and two Pu isotopes) of three corresponding cases (i.e. simulations with the same IE, BU, and CT).

The conclusions at the end of the document summarize the main results coming from the simulations, highlighting the main factors behind the change in the neutron and gamma emission and isotopic composition of the spent fuel.

2. Computational models used for the calculations

The study of the time evolution of the nuclear fuel generally requires the combination of computer codes to model the neutron transport in the reactor and to predict the fuel composition due to the radioactive decay of its isotopes.

Two different codes have been used to perform the simulations: ORIGEN-ARP and ALEPH2.2.

The first code uses a set of pre-compiled averaged cross section values (called ORIGEN-ARP cross section library) as input to the depletion calculation. This procedure avoids the time consuming neutron transport and therefore leads to the strong reduction in the computational time required for the simulations.

The second code uses a statistical approach (Monte Carlo method) for the calculation of the neutron transport and then performs the fuel depletion. By using the Monte Carlo code MCNP(X), ALEPH2.2 retains the great flexibility in the definition of the system (geometry, materials) and in the nuclear data used in the simulation. As a drawback the computational time can be significantly longer than in the case of ORIGEN-ARP.

The simulations with ORIGEN-ARP generally took less than one minute to complete with a regular portable PC. Most of the time was spent by the user in the selection of the input parameters.

The computational time required by the simulations with ALEPH-2.2 strongly depends on the statistics requested by the user (i.e. the parameters of the kcode used as source term) and by the burnup of the assembly. By using a cluster with 16 cpus, the fastest case was the one of 5 GWd/tU and took about 2 hours to complete, whereas the case with 70 GWd/tU took almost 5 days.

2.1 ORIGEN-ARP

The first code used to generate the fuel library is ORIGEN-ARP [6] and it is part of the SCALE package [7] that is developed by Oak Ridge National Laboratory (ORNL).

ORIGEN-ARP employs a graphical user interface (GUI) to select several characteristics of the fuel assembly. The PWR 17x17 (W17x17) case has been chosen considering its worldwide use in the nuclear power plants. The GUI is composed of several menus that are shown subsequently when all parameters in one window have been introduced and validated by the user.

Apart from the type of fuel geometry, the first window (“Express”) contains other parameters as follows:

- all results are normalized to 1 ton of uranium;
- the average power is set to 40 MW/tU. This value is taken from [8] and results in a burnup of 14.4 GWd/tU for a cycle of 360 days;
- the moderator density is the default value of 0.723 g/cm³.

The next section is the “Composition” window:

- the abundances of the uranium isotopes are the default values proposed by ORIGEN-ARP depending on the initial enrichment selected in the previous section;
- oxygen was added to the list of isotopes in the fresh fuel in order to model the UO₂ material in the fuel pin. The natural isotopic composition was selected with a concentration of 134500 g/t.

The section “Neutron” allows selecting the energy-group structure for the neutron source spectra. The “238-group ENDF6” is the option chosen in the calculation. This group structure extends from 10⁻⁶ eV up to 20 MeV. This section determines only the division of the energy groups and does not select the data library used by the code for the nuclear data.

At the same way, the photon emissions are treated according to a 74-group library defined by the user. The group structure extends from 10 keV up to 10 MeV.

The most extensive section in the ORIGEN-ARP interface is the “Cases” windows, where the user selects the characteristics of the irradiation history. All simulations for the fuel library consider irradiation cycles of maximum 360 days, after which the fuel assembly undergoes a decay period of 30 days. The duration of the last irradiation cycle is adapted to reach the desired level of burnup at the discharge. Following this procedure, the fuel assembly is exposed to the same power level during all cycles in the reactor. After the final unloading from the reactor (i.e. the last irradiation cycle is completed), the ORIGEN-ARP calculation considers 30 cooling
times to compute the isotopic composition and both neutron and gamma emissions.

Other options selected in ORIGEN-ARP are:
- no cutoff is selected for the composition so all the isotopes are reported in the output file;
- output precision is 6 digits for the values of the mass concentrations;
- output precision is 4 digits for the neutron and gamma emission;
- the fuel matrix for the \((\alpha, n)\) evaluation is the UO\(_2\);
- bremsstrahlung is not considered in the model.

2.2 ALEPH2.2

ALEPH is the Monte-Carlo burn-up code being developed by SCK\*CEN since 2004 [9]. The code belongs to the category of shells coupling Monte Carlo particle transport codes and deterministic depletion algorithms.

The fuel assembly model considered in ALEPH2.2 tries to be identical to the case considered with ORIGEN-ARP. The geometry is the same as the PWR 17x17 fuel assembly modelled in ORIGEN-ARP (Table D1.A.3 of [6]), with the exception that the active length is reduced to 1 meter. It has been supposed that there is no water gap between neighbouring assemblies and this has been simulated placing reflecting surfaces around the fuel assembly.

The irradiation history is defined in terms of irradiation power (MW), length of the irradiation step (days), and length of the decay step (days, years). All these parameters are chosen to have the same conditions as those used for the ORIGEN-ARP simulations.

Other parameters in the input files are:
- the geometry of the fuel assembly (pin radius and pitch) and the initial composition of the fuel is the same as the ORIGEN-ARP simulations;
- the fuel temperature is 900 K;
- the cladding temperature is 620 K;
- the moderator temperature is 575 K (with a density of 0.723 g/cm\(^3\));
- the water contains 630 ppm of Boron (according to abundances of \(^{10}\)B and \(^{11}\)B). This is the average Boron concentration reported in ORIGEN-ARP (Table D1.A.3 in Ref. [6]); this value is kept constant during the irradiation simulations in ALEPH2.2.
- each irradiation step runs a kcode with 5000 particles and an initial value for \(k_{\text{eff}}=1.16\). The \(k_{\text{eff}}\) of the assembly is calculated taking the average value of 100 cycles, neglecting the first one from the calculations;
- the neutron source is modeled as a Watt fission spectrum with the parameters of the neutron-induced fission of \(^{235}\)U [4].

3. Main characteristics of the fuel library

The reference spent fuel library has been developed using three variables to take into account the most representative irradiation histories of the spent fuel. In particular:
- Initial enrichment (IE): 4 values from 3.5\% to 5.0\%, with increments of 0.5\%
- Discharge burnup (BU): 14 values from 5 up to 70 GWd/\(t\)U, with increments of 5 GWd/\(t\)U
- Cooling time (CT): 30 values ranging from immediate discharge up to 3 million years

The combination of these parameters allows to obtain 1680 different compositions and source terms.

This fuel library does not consider the element history in the reactor core (location, different length of outages, different power level during irradiation). Future work will refine the results obtained at this stage and investigate these factors.

Figure 1: Neutron emission as a function of the burnup for a 17x17 PWR spent fuel assembly with initial enrichment of 3.5\% and cooling time of 1 day. The contributions due to \((\alpha, n)\) and spontaneous fission reactions as well as the total neutron emission are shown.
In order to refine the study it is important to understand the role of each isotope in the total neutron emission. Figures 3 and 4 show the percentage of the total neutron emission due to each isotope as a function of cooling time. The only exception is for burnup of 10 GWD/tU with cooling times between 30 and 300 years (Figure 2). For these combinations the two contributions are similar, with cases where the (α,n) reactions have the dominant role on the neutron emission.

Looking at Figure 2, there is a clear increase of the (α,n) contribution around 100 years of cooling time. This is due to the build-up of 241Am from 241Pu (half-life of 14.4 years). The same effect is present also at higher burnup, but it is not visible due to the higher neutron emission that conceals this contribution.

In order to refine the study it is important to understand the role of each isotope in the total neutron emission.

Figure 1 shows the neutron emissions as a function of the burnup. The data have been calculated with ORIGEN-ARP, with a fuel of 3.5% initial enrichment and after a cooling time of 1 day. The plot reveals that the spontaneous fission is the main source for the neutron emission after a short cooling time. This fact needs to be evaluated also with higher cooling times.

In order to do so, Figure 2 shows the neutron emission as a function of cooling time for the burnup value of 10 GWD/tU. The contribution from (α,n) reactions is generally one order of magnitude lower than the term due to spontaneous fission. The only exception is for burnup of 10 GWD/tU with cooling times between 30 and 300 years (Figure 2). For these combinations the two contributions are similar, with cases where the (α,n) reactions have the dominant role on the neutron emission.

Looking at Figure 2, there is a clear increase of the (α,n) contribution around 100 years of cooling time. This is due to the build-up of 241Am from 241Pu (half-life of 14.4 years). The same effect is present also at higher burnup, but it is not visible due to the higher neutron emission that conceals this contribution.

In order to refine the study it is important to understand the role of each isotope in the total neutron emission.

Figure 1: Neutron emissions as a function of the burnup for a 17x17 PWR spent fuel assembly with initial enrichment of 3.5% and discharge burnup of 10 GWD/tU. The contributions due to (α,n) and spontaneous fission reactions as well as the total neutron emission are shown.

Figure 2: Neutron emission as a function of the cooling time for a 17x17 PWR spent fuel assembly with initial enrichment of 3.5% and discharge burnup of 10 GWD/tU. The contributions due to (α,n) and spontaneous fission reactions as well as the total neutron emission are shown.

Figure 3: Fraction of the total neutron emission due to a set of isotopes as a function of the burnup for a 17x17 PWR spent fuel assembly with initial enrichment of 3.5% and discharge burnup of 10 GWD/tU. The contributions due to specific isotopes and the sum of all remaining isotopes (‘Others’) are shown.
Both for Figure 3 and 4 there are 11 isotopes that are responsible for about 99% of the total neutron emission (the value ‘Others’ is relevant only for cooling times higher than 10,000 years).

At low burnup the $^{242}\text{Cm}$ is the main responsible for the neutron emission up to 100 days, a role that is taken then by $^{244}\text{Cm}$ and several plutonium isotopes. Another relevant contribution comes from $^{241}\text{Am}$ (as it has been suggested from the peak in Figure 2). Other curium isotopes are not present at low burnup values because the short irradiation time did not allow the build-up of these high-Z isotopes.

With a burnup of 35 GWd/tU (Figure 4) two isotopes of curium ($^{242}\text{Cm}$ and $^{244}\text{Cm}$) are responsible for basically all neutron emissions up to a few years of cooling time, but opposite to Figure 3 now $^{244}\text{Cm}$ is the main actor. Increasing the cooling time another Cm isotope ($^{246}\text{Cm}$) has an impact on the total neutron emission because the other previous isotopes have short half-lives. Other contributions come from $^{241}\text{Am}$, $^{240}\text{Pu}$, and $^{242}\text{Pu}$.

The latter isotope is the main responsible for the neutron emission in the long term, together with $^{238}\text{U}$, and a list of other isotopes (indicated as ‘Others’). One must bear in mind that the magnitude of the emission for high cooling times is very low compared to the value at the discharge and this is the reason why many isotopes have a non-negligible role for long cooling times.

Increasing the burnup to 60 GWd/tU there are small differences to the case of 35 GWd/tU. $^{244}\text{Cm}$ takes an even higher contribution for the short cooling times, as well as $^{246}\text{Cm}$ for intermediate values. At very high cooling time $^{248}\text{Cm}$ appears to be important along with $^{242}\text{Pu}$ and $^{238}\text{U}$.

The analysis so far focused on the influence of burnup (BU) and cooling time (CT) on the neutron emissions. Since the initial enrichment (IE) plays also a role, the next part investigates this variable. Figure 5 shows the ratios of the total neutron emission as a function of the burnup for the enrichments considered in the simulations.

By looking at the magnitude of the difference between the enrichment values, it seems that this variable plays a minor role in the determination of the neutron emission compared to burnup and cooling time. In fact, while by changing the burnup the neutron flux value varies of more than one order of magnitude, the maximum difference with the initial enrichment is of less than a factor 3.

The origin of the peak observed in Figure 5 can be explained by looking at Figure 6. This plot shows the ratio of the total neutron emissions after a cooling time of 10 years. In addition to the curve ‘Total’ (that is the same of the curve ‘3.5/5.0’ of Figure 5) also the ratios for specific isotopes are added. The curve related to the single isotopes is calculated taking the ratio between the neutron emission due to this isotope at 3.5% initial enrichment and the total neutron emission at 5.0%.

It is clear that the shape of the curve ‘Total’ is determined by the one of $^{244}\text{Cm}$ at burnup higher than 30 GWd/tU, while at lower burnup mainly $^{239}\text{Pu}$, $^{240}\text{Pu}$, and $^{241}\text{Am}$ determine the shape of the curve.
4. Comparison of the two codes

The next step is to compare the two codes used to generate the spent fuel library. The set of simulations in the codes used the same values of:

- IE, BU, and CT;
- average power during irradiation;
- radius of the fuel pin, cladding, and pitch between neighbouring pins;
- boron concentration in the water.

The impact of the boron concentration, the water gap between the assemblies, and the data library on the final results will be investigated in the next section.

Each code applies a different normalization unit for the calculated data (l_0 for ORIGEN-ARP and cm³ for ALEPH2.2). In order to compare the two codes it is necessary to renormalize one of the two to have the same measurement unit in all simulations.

Figure 5: Ratio of total neutron emissions for different enrichments as a function of the burnup for a 17x17 PWR spent fuel assembly with cooling time of 10 years. The initial enrichments used for the ratio are indicated close to the corresponding curve.

Figure 6: Total neutron emission with different initial enrichments – role of selected isotopes (CT: 10 years). The green curve ("Total") is the same of Figure 5 (3.5/5.0). The curves relative to single isotopes are calculated taking the ratio between the neutron emission due to the specific isotopes in the case of fuel with 3.5% initial enrichment and the total neutron emission at 5.0% initial enrichment.
A comparison of the nuclides concentrations obtained by the two codes has been made in order to understand the reason of the difference in the neutron emissions. The following table shows the ratio between the concentrations of selected nuclides as a function of the burnup. The isotopic compositions are calculated at direct discharge.

Table 1 shows that the mass concentrations of the main neutron emitters calculated by ORIGEN-ARP are usually lower compared to the results obtained with ALEPH2.2.

The fact that $^{242}$Cm and $^{244}$Cm are responsible for over 90% of the neutron emission up to few years of cooling time, explains the lower neutron emission calculated with ORIGEN-ARP. The values in the table follow the same trend independently from the initial enrichment of the fuel.

<table>
<thead>
<tr>
<th>Isotope</th>
<th>cm242</th>
<th>cm244</th>
<th>cm246</th>
<th>cm248</th>
<th>u235</th>
<th>u238</th>
<th>pu238</th>
<th>pu239</th>
<th>pu240</th>
<th>pu241</th>
<th>pu242</th>
<th>am241</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.862</td>
<td>1.126</td>
<td>0.875</td>
<td>0.870</td>
<td>0.996</td>
<td>1.000</td>
<td>1.101</td>
<td>1.012</td>
<td>1.024</td>
<td>1.046</td>
<td>1.091</td>
<td>1.052</td>
</tr>
<tr>
<td>10</td>
<td>0.828</td>
<td>1.005</td>
<td>0.740</td>
<td>0.697</td>
<td>0.991</td>
<td>1.000</td>
<td>1.046</td>
<td>1.000</td>
<td>0.997</td>
<td>1.063</td>
<td>1.071</td>
<td>1.049</td>
</tr>
<tr>
<td>15</td>
<td>0.840</td>
<td>0.978</td>
<td>0.698</td>
<td>0.645</td>
<td>0.987</td>
<td>1.001</td>
<td>1.023</td>
<td>0.995</td>
<td>0.976</td>
<td>1.068</td>
<td>1.079</td>
<td>1.079</td>
</tr>
<tr>
<td>20</td>
<td>0.857</td>
<td>1.007</td>
<td>0.732</td>
<td>0.669</td>
<td>0.981</td>
<td>1.001</td>
<td>1.004</td>
<td>1.000</td>
<td>0.990</td>
<td>0.993</td>
<td>1.054</td>
<td>1.076</td>
</tr>
<tr>
<td>25</td>
<td>0.845</td>
<td>1.007</td>
<td>0.737</td>
<td>0.693</td>
<td>0.976</td>
<td>1.001</td>
<td>0.985</td>
<td>1.001</td>
<td>0.991</td>
<td>0.990</td>
<td>1.018</td>
<td>1.057</td>
</tr>
<tr>
<td>30</td>
<td>0.838</td>
<td>0.998</td>
<td>0.724</td>
<td>0.696</td>
<td>0.970</td>
<td>1.002</td>
<td>0.966</td>
<td>1.004</td>
<td>0.988</td>
<td>0.991</td>
<td>1.003</td>
<td>1.054</td>
</tr>
<tr>
<td>35</td>
<td>0.841</td>
<td>0.990</td>
<td>0.720</td>
<td>0.685</td>
<td>0.965</td>
<td>1.002</td>
<td>0.949</td>
<td>1.005</td>
<td>0.995</td>
<td>0.969</td>
<td>0.996</td>
<td>1.073</td>
</tr>
<tr>
<td>40</td>
<td>0.845</td>
<td>0.982</td>
<td>0.704</td>
<td>0.683</td>
<td>0.960</td>
<td>1.002</td>
<td>0.932</td>
<td>1.006</td>
<td>0.995</td>
<td>0.971</td>
<td>0.983</td>
<td>1.080</td>
</tr>
<tr>
<td>45</td>
<td>0.846</td>
<td>0.979</td>
<td>0.690</td>
<td>0.675</td>
<td>0.956</td>
<td>1.003</td>
<td>0.916</td>
<td>1.009</td>
<td>0.994</td>
<td>0.970</td>
<td>0.976</td>
<td>1.082</td>
</tr>
<tr>
<td>50</td>
<td>0.851</td>
<td>0.973</td>
<td>0.682</td>
<td>0.662</td>
<td>0.954</td>
<td>1.004</td>
<td>0.901</td>
<td>1.008</td>
<td>0.997</td>
<td>0.961</td>
<td>0.973</td>
<td>1.106</td>
</tr>
<tr>
<td>55</td>
<td>0.858</td>
<td>0.971</td>
<td>0.672</td>
<td>0.653</td>
<td>0.953</td>
<td>1.004</td>
<td>0.885</td>
<td>1.009</td>
<td>0.995</td>
<td>0.963</td>
<td>0.965</td>
<td>1.118</td>
</tr>
<tr>
<td>60</td>
<td>0.861</td>
<td>0.972</td>
<td>0.663</td>
<td>0.646</td>
<td>0.954</td>
<td>1.005</td>
<td>0.871</td>
<td>1.014</td>
<td>0.995</td>
<td>0.965</td>
<td>0.961</td>
<td>1.120</td>
</tr>
<tr>
<td>65</td>
<td>0.866</td>
<td>0.972</td>
<td>0.657</td>
<td>0.637</td>
<td>0.958</td>
<td>1.006</td>
<td>0.857</td>
<td>1.013</td>
<td>0.998</td>
<td>0.963</td>
<td>0.958</td>
<td>1.145</td>
</tr>
<tr>
<td>70</td>
<td>0.873</td>
<td>0.973</td>
<td>0.650</td>
<td>0.628</td>
<td>0.963</td>
<td>1.006</td>
<td>0.844</td>
<td>1.015</td>
<td>0.999</td>
<td>0.965</td>
<td>0.955</td>
<td>1.160</td>
</tr>
</tbody>
</table>

Table 1: Ratio between the nuclide concentrations obtained with ORIGEN-ARP and ALEPH2.2 as a function of the burnup. The fuel had 3.5% initial enrichment and the concentrations were taken at direct discharge from the reactor.
5. Impact of other parameters on the results

5.1 Boron concentration

Simulations with ALEPH2.2 considered cases with water without boron and with a boron concentration of 630 ppm (the same as the ORIGEN-ARP cases). In this section the impact of boron on the neutron emissions is discussed.

The neutron emissions as a function of the burnup obtained with and without boron follow the same trend as in Figure 1. The trend of the curves is very similar, but the neutron emissions are higher when boron is present. The magnitude of the boron impact can be seen in Figure 8 where the ratio between corresponding values of burnup is shown. By looking at the ratio, one can estimate that the influence of boron is within 10% of the total neutron emission.

The presence of boron modifies the energy spectrum of the neutron flux during irradiation in the reactor. This is because boron is an absorber of thermal neutrons and therefore the contribution of epithermal neutrons to the spectrum becomes higher when boron is present in the moderator. This induces an increase of the resonance captures and a higher production of actinides. Figure 9 shows the ratio between the mass concentration of $^{242}\text{Cm}$, $^{244}\text{Cm}$, and $^{240}\text{Pu}$ calculated with and without boron. The fuel had an initial enrichment of 3.5% and a cooling time of 10 years. Considering that the isotopes in Figure 9 are the main neutron emitters, this explains the higher neutron emission observed in the simulations with 630 ppm of boron.

![Figure 8: Influence of the boron concentration as a function of the burnup – ratio of the neutron emission. The fuel had 3.5 % initial enrichment and the ratio has been calculated for 1, 10, and 100 years of cooling time.](image1)

![Figure 9: Influence of the boron concentration as a function of the burnup. The plot shows the ratio of the nuclide concentrations calculated with ALEPH2.2 considering fuel with 3.5% initial enrichment and 10 years of cooling time.](image2)
5.2 Water spacing between fuel assemblies

One important characteristic about the geometry of the fuel assembly is the distance between two neighbouring fuel assemblies during the irradiation in the reactor. This parameter depends on the type of fuel assembly and likely also on the particular configuration of the reactor (e.g. number of fuel assemblies in the core).

A set of simulations has been run to quantify the impact of the spacing between fuel assemblies on the concentration of the nuclides and consequently on the neutron and gamma emissions from the spent fuel. The only parameter changing in the simulations was the water spacing between the fuel assemblies (from 0 up to 10 mm). Other characteristics were:

- The initial enrichment of the fuel was 3.5%
- The discharge burnups were 10, 35, and 60 GWd/tU
- The water in the reactor had a constant boron concentration of 630 ppm.

Figure 10 shows the total neutron emission as a function of the water spacing and discharge burnup. The ratio has been calculated normalizing all values to the neutron flux without water gap between the assemblies. From the plot it is evident that the water around the assembly influences significantly the neutron emissions. Already with a water gap of 4 mm (i.e. 2 mm for each side) the total emission is altered by 5%. However, this difference decreases with increasing burnup.

![Figure 10: Total neutron emission as a function of the water spacing. The values are normalized to the case without gap between the assemblies. The fuel had 3.5% initial enrichment and the values refer to direct discharge from the reactor.](image)

No water gap has been placed in the default simulations and this is motivated by the fact that operators try to keep uniform conditions over the whole core cross section. Therefore the pitch between outer rows of neighbouring fuel assemblies should be similar (if not equal) to the pitch of the rods within one single assembly.

5.3 Nuclear data library used in the codes

Another important parameter in the simulations is the set of data library that is used. The data libraries available in ALEPH2.2 are the ENDF/B-VII.1 [10] and JEFF-3.1.2 [11] libraries. Both libraries contain full data sets which include neutron transport data (cross sections and secondary particle emission data), radioactive decay data (which are used by the depletion module for the neutron source calculation), and fission product yields data (which are also used by the depletion module). The choice of the library influences the results because of the different values for the evaluated nuclear data (e.g. nuclides cross sections) adopted in each data set.

Figure 11 shows the ratio of the neutron emissions at discharge calculated using the different libraries as a function of the burnup. The difference in the results is within 10%, with the simulations using the ENDF data library always overestimating the neutron emission compared to the calculations with the JEFF library.

ALEPH2.2 calculates the spontaneous fission neutron source in two ways: the first one generates the Watt fission spectrum of the neutrons for nuclides undergoing spontaneous fission, with the parameters taken from ORIGEN-S [9] (‘Type A’ curve in Figure 11); the second one calculates the source using the information stored in radioactive decay data library (ENDF/B or JEFF, ‘Type B’ curve in Figure 11). Usually, the two methods give close results, but a trend is observed for high burnup with the ‘Type B’
calculations. The trend observed with the calculations arises because ALEPH2.2 recognizes a different set of isotopes contributing to the neutron emission from spontaneous fissions depending on the data library that is used in the calculation. The impact of the nuclides that are missing according to some data library (e.g. $^{252}$Cf is not used if the data library is ENDF/B-VII.1) is not negligible and it is the reason of the trend shown in Figure 11.

It is important to mention that ALEPH is still in the development phase and there are interactions with the development team to investigate this issue.

Table 2 shows the ratio between the nuclide concentrations calculated with the two libraries available in ALEPH2.2. The values refer to the fuel with initial enrichment of 3.5% and directly after discharge.

As shown in the comparison between the two codes, also in the case of different data libraries the highest discrepancy is found for curium isotopes ($^{244}$Cm and $^{246}$Cm). The selection of the data library influences most of isotopic concentration within 5% but also for $^{238}$Pu the disagreement is higher and it increases with the burnup.

**Table 2**: Ratio between the nuclide concentrations obtained with the two libraries (ENDF/JEFF) as a function of the burnup. The fuel had 3.5% initial enrichment and the values refer to direct discharge from the reactor.
6. Comparison with the LANL reference spent fuel library

In the framework of the Next Generation Safeguards Initiative (NGSI), the Los Alamos National Laboratory developed several reference spent fuel libraries [12], [13].

Since the geometry of the fuel assembly is the same as the one chosen for our case, it is possible to compare the results of the neutron emissions obtained with their calculations. However, of all the libraries developed by LANL, only the first one is relevant for the comparison since it assumed a uniform composition and irradiation conditions for the complete fuel assembly.

There are three combinations of initial enrichment, burnup, and cooling time that are coincident between our library and their case:
- Case 1 - IE: 4%  BU: 30 GWD/tU  CT: 5 years
- Case 2 - IE: 4%  BU: 45 GWD/tU  CT: 5 years
- Case 3 - IE: 5%  BU: 60 GWD/tU  CT: 5 years

The comparison focused on the neutron emissions of the main contributors and on the total neutron emissions.

The next table shows the ratio between the values calculated by Los Alamos (LA) and with ALEPH2.2 (ALE) or ORIGEN-ARP (ORI). They contain also the ratio between the values obtained with ORIGEN-ARP and ALEPH2.2 (column ORI/ALE).

### Table 3: Comparison between the neutron emission due to specific isotopes (as well as the total values) reported in the LANL reference spent fuel library, and the ones calculated with ALEPH2.2 (LA/ALE) and ORIGEN-ARP (LA/ORI). The data from the comparison between ORIGEN-ARP and ALEPH are also reported (ORI/ALE). The values of initial enrichment, burnup, and cooling time are shown at the top of each table.
The agreement with the LANL fuel library is very good for $^{240}\text{Pu}$ and $^{242}\text{Pu}$ (all values within 5%), while there are different results with the other isotopes. The LANL fuel library generally has higher values ($\approx$15–30%) compared to the ones calculated with ORIGEN-ARP and ALEPH2.2 and this induces higher total neutron emissions as well.

From information available on the report on the LANL spent fuel library we can highlight some similarities and differences that can explain in part the discrepancy in the results:

• The boron concentration in the water was 660 ppm for the LANL simulations whereas we used a concentration of 630 ppm.
• The fuel, moderator, and cladding temperatures are the same for both libraries.
• The only geometric parameters that change are the length (365.76 cm for LANL, 100 cm for ALEPH cases) and the pellet radius (0.41 cm for LANL, 0.4025 cm for ALEPH).
• There are four radial subdivisions for the fuel pellet modelled by LANL.
• The average power during irradiation is 38 MW/tU instead of 40 MW/tU used in our cases.
• The simulations done by LANL considered irradiation cycles of 420.3 days, apart from the last irradiation cycle that is reduced to 312.3 days.
• Each irradiation cycle of the LANL library determines an additional burnup of about 15 GWd/tU to the fuel assembly.
• The nuclear data library used by the LANL cases was the ENDF/B-VII.0, whereas the ORIGEN-ARP cases used data from ENDF/B-VI.2 and the ALEPH simulations from the ENDF/B-VII.1 data set.

Apart from the factors included in the previous list, the difference in the results can be determined also by other characteristics that are not contained in the LANL report.

7. Conclusions

A reference spent fuel library has been built using the software ORIGEN-ARP and ALEPH2.2 to provide some insights of the different isotopes relevant for neutron emission. A comparison of the two codes has been performed to check their consistency and the reasons of possible discrepancies.

The neutron emission increases with increasing burnup, whereas there is an opposite trend with initial enrichment and cooling time. Apart from very low burnup values, the spontaneous fissions are the main contribution to the total neutron emission, with ($\alpha$,n) reactions accounting for the remaining.

By looking at the role played by individual isotopes, it is clear that the main contributors are the curium isotopes ($^{242}\text{Cm}$ and $^{244}\text{Cm}$ are very important up to 100 years of cooling time, while $^{246}\text{Cm}$ and $^{248}\text{Cm}$ arise at high burnup). At low burnup and also at high cooling times there are significant contributions from plutonium isotopes (especially $^{240}\text{Pu}$ and $^{242}\text{Pu}$). As a general consideration, there are always less than 10 isotopes that combined are responsible for about 99% of the total neutron emissions. Only for cooling times higher than 10000 years more isotopes have relevant contributions.

The build-up of several actinides (such as the Cm isotopes) explains the trend of the neutron emission with initial enrichment, burnup, and cooling time of the spent fuel. In fact, decreasing the initial enrichment or increasing the burnup will lead to a higher fluence level, a higher production of actinides and therefore to a higher neutron emission.

Comparing the two codes used in the simulations, the general agreement is rather satisfactory since the total neutron emission values are within 15%. This is due to a different concentration of actinides calculated by the two codes and possibly also to approximations applied in both models.

The boron added to the water during irradiation in the reactor core is also playing a role, although reduced compared to the main variables associated to the irradiation of the spent fuel (IE, BU, CT).

The presence of boron determines the hardening of the neutron energy spectrum during the irradiation in the reactor. This induces an increase of the resonance captures and a higher production of actinides. The results show that the addition of 630ppm of boron increases the total neutron emission of about 10%. Other important parameters that affect the calculated composition of the spent fuel are the water spacing between neighbouring fuel assemblies during the irradiation in the reactor (decrease of the total neutron emission of roughly 1% for each mm of gap) and the nuclear data library that is used in the calculations (10% on the total neutron emission).

The library has been compared with one reference spent fuel library made by LANL. There are three comparable cases (i.e. same IE, BU, and CT) and the comparison showed good agreement (difference lower than 5%) for some plutonium isotopes, but a larger discrepancy for the curium isotopes ($\approx$30%).
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Seismic monitoring of an Underground Repository in Salt - Results of the measurements at the Gorleben Exploratory mine
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Abstract:
We have measured seismic and acoustic signals from various mining activities in the Gorleben exploratory mine in Germany, underground at -840 m and at the surface, tasked by the German Support Programme to the IAEA, in order to provide basic knowledge on the detectability of undeclared activities. During 7 weeks total nearly all sources of sound and vibration available in the mine were covered, with sensors at several positions and sources at several sites, sometimes with background signals from on-going exploration elsewhere.

The peak-to-peak values of vibration velocity, referred to 100 m distance, range from tenths of micrometres/second for a hand-held chain saw via few μm/s to tens of μm/s for other tools such as picking, for vehicles, drilling and sledge-hammer blows. A grader with compactor plates produces hundreds, and a blast shot around one hundred thousand μm/s. The last two sources could be detected at the surface, too, at about 1.1 km slant distance; blasts were even seen at 5-6 km distance. The signal strengths vary by a factor 2 to 5 for similar conditions. Fitted by a power law, the decrease with distance is with an exponent mostly between -2 and -1.

Spectra of seismic signals from periodic sources (such as percussion drilling or vehicle engines) show harmonic series. Rock removal, e.g. by drilling, produces broad-band excitation up to several kilohertz. Acoustic-seismic coupling is relevant.

Monitoring could be done with an underground geophone “fence” around the repository, e.g. 500 m from the salt-dome margin and possibly in the salt 1 km off the repository. With that excavation by drilling and blasting could be detected by a simple amplitude criterion. Under which conditions excavation by tunnel boring machine or road header machine and other weaker activities could be detected needs to be studied.

Keywords: final repository, salt, seismic monitoring, mining, Gorleben

1. Introduction
In the case of direct disposal spent nuclear fuel contains plutonium, thus such material should remain under IAEA safeguards even after emplacement in an underground final repository. Underground final disposal of nuclear waste presents a new challenge for safeguards and has led to proposals of using geophysical techniques and methods for monitoring [e.g. 1, 2, 3]. During operation, the tasks would include monitoring for creation of undeclared cavities and surveillance of those parts of the mine already filled with refuse for undeclared re-opening. After the emplacement phase, when drifts and shafts will have been closed, and the above-ground parts of the final repository will have been cleared for other uses, the IAEA needs the capability of long-term monitoring for covert access to the mine.

Mining and other underground operations produce seismic vibrations directly as well as via acoustic noise. Seismic excitation propagates through the ambient medium and can thus be used to detect activities remotely. The main question with seismic monitoring is whether signals from undeclared activities can be detected, that is separated from signals from different sources and from other background noise. In the operational phase of the repository most noise stems from normal activity (mining, transport, filling, etc.), and sensors can be deployed at many sites in the mine. After closure, no sensors and cables can remain in the mine; in this phase sensors will be located at considerable distance from the repository, deep underground and maybe also near the surface. Seismic background will be much lower, produced no longer by activities in the mine; the remaining sources at the surface are traffic, industry, agriculture and weather, plus seismicity proper (near and far earthquakes and underground explosions).

For answering the question about detection and discrimination, the first task is to determine the characteristics of the signals from various mining activities and of their propagation to potential sensor locations. This was the goal of the measurement project described here.

Seismic monitoring of underground final repositories has been studied only rarely. In Yucca mountain, formerly planned as a repository for the US, where the rock is tuff, vibration caused by a tunnel-boring machine was measured at the surface [4]. A study of the issues for detecting undeclared excavation discussed many basic questions, dealing mainly with granite [2]. The Canadian Safeguards
Support Program had a theoretical investigation done based on experiences with microseismic monitoring systems in working mines where events such as blasts and excavation-induced seismicity are classified and localized [5]. A local seismic network has been monitoring the excavations at the Onkalo planned repository in Finland for many years [6]. With its focus on the localisation of blasts it could follow the tunnel advance well, but raise boring and other continuous activities have not been studied systematically yet.

One potential repository site in Germany is the Gorleben salt dome; it has been explored for its usability since 1986 under contract to the Federal Office for Radiation Protection (BfS) by the firm Deutsche Gesellschaft zum Bau und Betrieb von Endlagern für Abfallstoffe mbH (DBE). It extends from 3.2 to 0.3 km depth (Figure 1).

Not much is known about seismic signals from mining activities in salt – neither at close range within salt nor after propagation through the surrounding sediment layers. Some seismic measurements had been done on the Gorleben site in the 1990s during sinking of the first shaft, using a temporary geophone network. These measurements were mainly directed at propagation velocities [8]. A network of borehole seismometers around the site (with 5 to 15 km distance) is operated continuously, also by the Federal Institute for Geosciences and Natural Resources (BGR), but this concentrates on the earthquake-safety aspect [e.g. 9].

In order to gain information on the properties of seismic signals from mining activities, a dedicated measurement project was carried out at Gorleben, tasked by the German Support Programme to the IAEA. The objective was to measure and characterise all sources of vibration available in the exploratory mine at Gorleben. Because seismic signals are also produced by acoustic ones, microphones were deployed, too. Sensors were placed underground and near the surface, at different positions and source distances. Signals from typical mining activities as well as background noise were recorded by geophones, low-frequency accelerometers and microphones. The presentation here focuses on the geophone measurements. (High-frequency recordings were made in parallel by the Fraunhofer Institute for Non-Destructive Testing Dresden; these are not treated here but are part of the common JOPAG report published by the German Support Programme to the IAEA [10].)

Figure 1: Simplified geological cross section through the Gorleben salt dome. Indicated is a possible repository level at about 930 m depth. The main exploration tunnels are at 840 m. (From [7]. © Federal Institute for Geosciences and Natural Resources (BGR), Hannover, reproduced by permission)
2. Measurements

The main measurement systems were deployed in the drift system at 840 m depth (Figure 2). Here nearly all activities took place as well. (Spent fuel would be stored somewhat more deeply.) In addition a measurement system was deployed at the surface. The sampling rate was 10 kHz throughout, with 16+8 analogue channels recorded underground and 8 at the surface. The underground sensors (geophones sensing vibration velocity, some three-dimensionally, others vertically sensitive only) were bolted to the salt-rock wall. At the surface geophones were buried about 0.2 m deep; in addition one plus three of the old on-site BGR geophones in about 7 m deep wells were used. The recorded signal bandwidth was a few hertz to 4.5 kilohertz. All stations were synchronised by pulses derived from GPS signals.

After a test experiment of one week in April 2011 the main measurements were done during three weeks each in June/July 2011 and in November/December 2011. Nearly all sources of vibration and sound available in the mine could be measured somehow, but not all of them under good conditions – the use of equipment at certain locations was decided by the operational needs of the mine. In some cases sources were too far away to yield useful signals, in others more than one source was active at the same time near the sensors so that one source masked the other. The following main categories were measured: blast shots, vibrating compactor plate, transport installations/activities, drilling rigs, scaler, roof cutter, heavy to light vehicles and hand tools. To produce impulse-type signals a sledge hammer was used for excitation of seismic waves and balloon blasts for acoustic ones.

Figure 2: Gorleben exploratory mine, main drift system at 840 m depth, consisting of the “Hauptförderstrecke”, “Querschlag 1 Ost”, “Nördliche Richtstrecke” and “Querschlag 1 West”. Two shafts (“Schacht 1/2”) provide access. Indicated are the Dortmund underground measurement stations (UT1, UT2, UT3, UT4) and sensor positions (numbers); not all were used at the same time. Abbreviations for particular locations: AR: “Arbeitsraum”, BO “Bohrort” (BO), N niche. (Based on figure provided by DBE)
3. Some results

Here the most important results are given. Full detail is contained in the JOPAG report [10]. The signal strength is measured mostly by the peak-to-peak value because the root-mean-square value is only sensible for continuous sources. These values show considerable variation with source and sensor positions even if the mutual distance is similar. A statistical evaluation of exactly the same propagation paths was done only for one source (Section 3.2). The variability shows up as scatter in the graphs of strength versus distance, and the trends derived have considerable uncertainties.

3.1 Wave speeds

Of fundamental importance are the wave speeds because they determine the arrival times of signals and the reflection and refraction at media boundaries. They depend on the elastic constants and the density of the material. For seismic waves (that is waves in an elastic solid) the fastest wave is the compressional or longitudinal one where the particle motion is in the direction of propagation. Shear or transversal waves are slower, here the motion is orthogonal to the propagation direction. The speeds of these primary (P) and secondary (S) waves are [e.g. 11: 238-243]

\[ c_p = \left(\frac{\lambda + 2\mu}{\rho}\right)^{1/2} \]

and

\[ c_s = \left(\frac{\mu}{\rho}\right)^{1/2}, \]

respectively. Here \( \lambda \) and \( \mu \) are the Lamé constants describing the relation between strain and stress of an isotropic elastic medium, and \( \rho \) is the density. (Waves along a surface are somewhat slower than S waves.) The first equation also applies to fluids where shear waves do not exist (\( \mu = 0 \)).

Hammer blows were applied to various positions along a drift and recorded by several geophones. From the onsets of the primary (P) and the secondary (S) waves the seismic speeds in the central salt were determined by linear fits to be (4.52±0.06) km/s for the P wave and (2.590.04) km/s for the S wave (95% confidence intervals assuming normal distribution). The ratio is equal to the theoretical value of \( \sqrt{3} \) for a medium where the Lamé constants \( \lambda \) and \( \mu \) are equal.

Similarly, onset times of the sound wave from balloon blasts resulted in a sound speed of (351±5) m/s, fitting well to the theoretical value for dry air at 30°C temperature.

3.2 Seismic-background amplitudes

The simplest way of seismic detection of a certain activity is by the amplitude rising above some threshold. For a high detection range the threshold needs to be low, but this has its limit by the background noise; to avoid too many false alarms the threshold is usually set at some factor above 1 times the background amplitude. The seismic background is thus another important characteristic.

The seismic background was determined at relatively quiet periods, however with some machinery such as ventilators and the shaft haulage running at distant positions. The peak-to-peak values of wall velocity underground, in the main drift system at 840 m depth, varied between positions considerably, from a few tenths of a \( \mu \)m/s to several \( \mu \)m/s, for the vertical as well as horizontal components. However, at one position in a drift (Pos. 2 in Figure 2) there was much higher excitation with strong temporal variation (time scale of a second) between a few \( \mu \)m/s and nearly 100 \( \mu \)m/s, different from two other positions (Pos. 1a and 5) only 20-30 m away; the reason is unclear. The background peak-to-peak values when the mine was active were in the same range, between 0.6 and 10 \( \mu \)m/s, during a certain period, as can be derived by multiplying the comparison root-mean-square values of Figure 7 below by a factor eight.

For the post-operational phase it is important to know the background at positions at several hundred metres depth without any activity in the mine. Such conditions did not exist during the measurements. Obviously the lowest value observed is an upper bound. It seems plausible that the background peak-to-peak value (with a bandwidth from a few hertz to a few kilohertz) is around 0.1 \( \mu \)m/s.

At the surface the background during quiet periods was between 1.5 and 3 \( \mu \)m/s peak to peak for the geophones at 0.2 m depth and 1-2 \( \mu \)m/s at 7 m depth. During a period of heavy rain the general background increased to about 15 \( \mu \)m/s in 0.2 m and to 3-5 \( \mu \)m/s in 7 m depth, with individual pulses – probably from single big raindrops – between 70 and 150 \( \mu \)m/s in 0.2 m depth.

Similar values would probably hold during the operational phase should Gorleben be selected. The background at the surface from human activity thereafter will depend on the land use; for weather-produced background no change is expected. Its relatively high values argue against relying mainly on sensors at or close to the surface.

3.3 Variability between sensor positions

Variation between the seismic-signal strengths with position was not only observed with the background, but also with the sources observed. Systematic evaluation was done with signals from picking by an electropneumatic pick hammer (breaker, Hilti TE 1000-AVR) at one site, recorded after travelling from the western to the eastern drift through about 430 m of salt. Because the picking-caused amplitudes did not dominate the signals, the latter were high-pass filtered with 500 Hz corner frequency; spectral analysis had shown that most of the power from picking was between 500 Hz and over 3 kHz. Figure 3 shows the...
peak-to-peak values of the filtered signals during picking after subtraction of the ones before/after picking at different sensor positions of approximately equal distance, with their respective standard deviations resulting from 5 to 8 usable picking events each. At sensor Positions 1, 1a, 3, 5 and 6 the variation among the events is reasonably low, with standard deviations between 10 and 20%, and the mean values agree among the positions. The higher values at Position 5a are consistent, as are the very low values (around 0.3 μm/s) measured at Position 2. The latter seem to have nothing to do with the very strong low-frequency background at this position. Since all geophones were mounted at the same height (1 m) by holders of the same type, the most plausible reason for the variation is the rock structure.

One can conclude that the seismic-signal strength of the same event measured at various positions of approximately equal distance can vary considerably, here by a factor 0.3 to 1.5. This variability should be taken into account for example when estimating detection ranges. As a consequence signal strengths are mostly presented in logarithmic scale, and decrease with distance needs two or more orders of magnitude to be taken as valid.

3.4 Amplitude decrease with distance

Because of the strong signal-strength variation only changes above 30-50% are relevant, and the graphics use logarithmic scale. For a seismic volume wave propagating from a point source spherically into a homogeneous medium, due to energy conservation and geometrical expansion, one expects a decrease of intensity (power per area) with distance $r$ in proportion to $1/r^2$. Since intensity is proportional to amplitude squared, the amplitude decreases in proportion to the inverse of the distance, that is, according to a power law with exponent -1. Often the wave energy is reduced by absorption and scattering. This is described by an additional factor that decreases exponentially with distance; the attenuation coefficient often increases linearly with frequency.

The present case is much more complicated. The medium is inhomogeneous with reflection and refraction, several wave types may be excited, shafts and drifts can block a direct seismic path but present an acoustic waveguide with weaker decrease of sound amplitude with distance than the $r^{-1}$ dependence valid for free space. Sound impinging on shaft and drift walls can cause them to vibrate; acoustic resonances in the cavities may further complicate the picture. The sources may be extended with a complicated spatial and temporal dependence, they may be driven with different force in varying directions.

To roughly catch the losses due to geometric expansion, if needed refraction and reflection at media boundaries, and attenuation, a simple model is used: the empirical

![Figure 3: Peak-to-peak value of vertical wall velocity at various sensor positions (indicated by the numbers) of Dortmund station UT1 during eight picking events at the same position (northern corner of “Querschlag 1 West”, length coordinate 510 m), versus sensor distance, determined by high-pass filtering with 500 Hz corner frequency and subtraction of the peak-to-peak values before/after picking, in linear scale. Shown are the mean values plus/minus the standard deviations ($N = 7$ mostly, $N = 8$ twice, $N = 6$ and $N = 5$ once each).](image)
decrease of peak-to-peak value of wall vibration velocity $v_{pp}$ with distance $d$ is described by a power law

$$v_{pp}(d) = v_{pp}(d_0) \left[ \frac{d}{d_0} \right]^a$$

where the exponent $a$ and the value at the arbitrary reference distance $d_0$ are gained from a fit to an appropriately selected sub-set of the observed data pairs, analogously for the rms value. (The scatter in the measured data generally is too big to separately determine the exponential attenuation.) Plotted in double-logarithmic scale a power law gives a line, its slope is the exponent $a$. The empirical power-law exponent of distance thus derived is normally lower than the simple theoretical one of -1. Due to the variation of the signal strengths the exponent is questionable if the strength values span less than two orders of magnitude.

3.4.1 Blast shots

Figure 4 shows three underground signals from a blast at “Bohrort 5.0”, using 130 kg of explosive in 24 drill holes of 5 m length. As best seen in the centre trace, there were 12 individual shots with 0.25 s delay. The signal is 4 orders of magnitude above the noise at about 30 m and 2-3 orders at about 200 m. Figure 5 shows the signals at the surface after propagation through about 800 m of salt and 300 m of overlying sediment; here the individual shots are no longer discernible, but the signal is still 1-2 orders of magnitude above the noise. Blast shots were even visible at 5-6 km distance at the seismometers in 300 m deep boreholes (with accordingly less background noise), here the signal-to-noise ratio (at much lower bandwidth) had decreased to 1-3.

Systematic amplitude evaluations were done with the blast of 1 December 2011 (several shots distributed over about 2 seconds) and a contour blasting of 6 December 2011 (one single shot only). Figure 6 shows the maximum peak-to-peak values of vertical wall or ground velocity. A clear trend can be seen from 140 to 1100 m, here the power-law exponents are -2.3±0.6 and -2.1±0.5 (95% confidence intervals assuming normal distribution), respectively, much below the theoretical value of -1. Combining both sets gives -2.2±0.3. The closest and the farthest distances are excluded from the fit. The sensor at 45 m distance is at the opposite wall of the adjoining drift, so that it was located in the seismic shadow of the drift. The signals from the BGR seismometers at 5 and 6 km have much narrower bandwidth (their sampling rate is 100 Hz), so they fall outside of the trend, too.

**Figure 4:** Signals of vertically sensitive underground geophones near site “Bohrort 3.2” during the blast at site “Bohrort 5.0” of 13 July 2011; the blast occurred at 13:41:36.25 CEST (“B”). Positions and slant source-sensor distances are indicated at the right. At Position 2 (bottom) the amplitude is uncertain due to the high DC offset. The 12 individual shots are best seen in the trace of Position 5 (centre). (The PC time at the axis is 15.91 s too low.)
Figure 5: Geophone signals at the Dortmund surface station from the blast shot at site “Bohrort 5.0” of 13 July 2011. The blast occurred at 13:41:36.25 CEST (“B”). Positions, geophone directions (z vertical, N north, E east) and slant source-sensor distances are indicated at the right. At Positions OB1 and OB2 there were old BGR geophones in about 7 m depth, at Position OB3 Dortmund geophones were buried at 0.2 m. (The PC time at the axis is 7.63 s too low.)

Figure 6: maximum peak-to-peak value of vertical wall/ground velocity from blasting versus distance for the events of 1 December (several shots, circles) and 6 December (single shot, squares) 2011, double-logarithmic scale. The sensors from 45 m to about 700 m distance were deployed underground in the mine, the ones at about 1100 m were at the surface. The geophone at 45 m is in the seismic shadow of the drift. The BGR seismometers at 5-6 km are in 300 m deep holes, here recording is done with much lower bandwidth. The power-law trend lines from 140 to 1100 m have exponents of -2.3±0.6 and -2.1±0.5, respectively.
3.4.2 Grader with vibrating compactor plates

The grader vehicle at its front carries a plate compactor of three plates (Stehr SBV 55 H3). Each plate contains two counter-rotating eccentric masses driven hydraulically that cause a vertical vibrating force to the ground (amplitude 60 kN per plate, frequency 60 Hz). This was the second-strongest seismic source, 2.5 orders of magnitude below the blasts. On spectrograms it was also seen at the surface, at 1.1 km slant distance (0.8 km through salt plus 0.3 km through the overlying sediment); after removing machinery noise by high-pass filtering with 90 Hz corner frequency it became even visible in the signal amplitude. For this source root-mean-square (rms) values of vertical seismic velocity underground were evaluated over 20 seconds each while the plate compactors were vibrating, and over about the same time period while they were inactive for comparison. The latter values differed considerably between the positions, probably because different machinery (for example for ventilation) was running at different distances from the sensors. Figure 7 shows the rms values of vertical wall velocity versus slant distance from the respective grader position to the respective sensor. (The corresponding peak-to-peak values are higher by about a factor eight.) Also shown are some of the comparison rms values, the variation between positions is evident.

The general decrease of seismic rms value with distance $r$ follows a power law with exponent $-1.9\pm0.2$ (95% confidence). Extrapolating the trend one sees that clear detection of compacting by amplitude only should be possible to around 1 km distance for the lower range of background rms values, but only to 500 or 200 m for the higher-background positions. Obviously for achieving maximum detection distance one should use sensor positions with the lowest-possible background signal.

---

**Figure 7**: Rms values of vertical wall velocity during plate-compactor activity versus slant distance from source to sensor in double-logarithmic scale (x: measured at the main Dortmund station UT1 in “Bohrt 3.2”, +: measured at the smaller Dortmund station UT4 in the “Hauptförderstrecke”, near shaft 1). The power-law trend line has a slope of $-1.9\pm0.2$. (Additional circles mark the signals at Position 6 in the “Nördliche Richtstrecke” from the three sites in the same drift.) The dashed horizontal lines indicate the comparison rms values at several sensor positions when the plate compactors were inactive.
3.4.3 Scaler

The scaler (Proxima C1 BF AKR) is a heavy vehicle with a strong hydraulic arm. At its end there are steel cutting edges at three sides (left, top, right). These edges are moved forcefully along the side walls or roof of a drift to remove salt that has become loose. It is interesting that often the seismic amplitude was higher between the periods of scaling, caused by the engine rotating faster for moving the vehicle or for moving the arm, probably from coupling of acoustic to seismic excitation (see also Figure 12 below).

Figure 8 shows the maximum peak-to-peak values of vertical wall velocity from the scaler versus distance during periods of scaling as well as in between, that is including the high values from engine rotation between scaling. The maxima show considerable variation. The power-law trend lines have exponents of -1.1±0.2 and -1.0±0.2 (95%) for scaling and in between, respectively. Whether these values – differing from the exponent around -2 determined for several other sources – are a consequence of the primary source being acoustic remains to be investigated.

3.4.4 Picking

The hand-held electropneumatic pick hammer (breaker) Hilti TE 1000-AVR applies repeated blows to the material via a chisel. For breaking into and removal of salt the chisel angle is varied from time to time by the operator. In order to determine the maximum peak-to-peak values at distances above 8 m, a 500-Hz high-pass filter was applied as for Figure 3. Figure 9 shows the results versus distance. The decrease can be approximated by a power law with exponent -1.3±0.3 (95%), closer to the theoretical one of -1.0 for a seismic body wave without attenuation than the value -2 found with other sources.
3.4.5 Chain saw

The hand-held chain saw (Spitznas no. 5 1029 0010, power 3.0 kW, rotation rate to 6500 min⁻¹) is driven pneumatically by compressed air, its blade length is 0.43 m. This turned out to be the weakest seismic source. It was used at two sites in the “Arbeitsraum”; at the farthest, only one sensor showed a signal discernible from the background. Because of masking by different sources (probably a vehicle among them), the recordings were filtered with a high pass of 1 kHz corner frequency, retaining most of the chain-saw-related contributions.

Figure 10 shows the distance dependence of the peak-to-peak as well as the rms values of the chain saw. Trends can only be computed for the closer excitation site, the power-law exponents are -2.0±1.0 (peak-to-peak) and -2.1±0.8 (rms). These values fit to the -2 found for several other sources, but are less reliable because here the distances extend over half an order of magnitude only. Figure 10 also demonstrates the typical ratio of 8 between peak-to-peak and rms values.
3.5 Comparison of seismic strengths for various sources

From the power-law trend found for a source rough estimates of the peak-to-peak values of vertical seismic velocity at any distance can be gained. In doing so one should keep in mind the variability in signal strength by a factor two to five and more (see Section 3.3).

Power-law trends were computed for 14 representative sources, using the reference distance $d_0 = 1$ m. From this the nominal peak-to-peak value at 100 m distance was computed. This value and the exponent with its confidence interval are given in Table 1, together with the range of distances over which the trend was determined. The exponents have confidence intervals (95% for normal distribution) of $\pm 0.2$ to $\pm 1.6$. Not unexpectedly the uncertainty is higher when the range for the trend computation ends markedly below 100 m. In these cases the 100-m values are particularly uncertain, more than the factor 2 or so holding for the other sources. More reliable values would need a better understanding of the sources and the propagation. Table 1 also contains the general signal properties: pulse, broadband noise or harmonics.

Figure 10: Peak-to-peak and rms values of vertical wall velocity when the chain saw was used, high-pass-filtered with 1 kHz, versus distance, in double-logarithmic scale. Open symbols: sawing at the western wall of the “Arbeitsraum” at closer distances. Solid symbols: sawing at the northern wall with generally larger distances and the drift in the direct path, only visible at the closest sensors; the relatively high excitation raises the suspicion that it was rather caused by a different source. The power-law trend lines for the closer sawing position (open symbols) have exponents of $-2.0 \pm 1.0$ (peak-to-peak) and $-2.1 \pm 0.8$ (rms).
Table 1: Power-law trend data for the representative sources: distance range from which the trend was gained, exponent with 95%-confidence interval, ensuing theoretical peak-to-peak value of vertical seismic velocity at 100 m distance (ranked by this value), general properties of signal. When the trend range ends markedly below 100 m (source in italics), the value should be taken with caution.

<table>
<thead>
<tr>
<th>Source</th>
<th>Range for trend / m</th>
<th>Exponent (95% CI)</th>
<th>Value at 100 m / (μm/s)</th>
<th>Remarks</th>
<th>Signal properties</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blast</td>
<td>139-1184</td>
<td>-2.2±0.3</td>
<td>1.0⋅10^5</td>
<td>a Pulse, repeated</td>
<td></td>
</tr>
<tr>
<td>Grader compacting</td>
<td>18-569</td>
<td>-1.9±0.2</td>
<td>1.6⋅10^5</td>
<td>b Broadband</td>
<td></td>
</tr>
<tr>
<td>Heavy loader</td>
<td>13-45</td>
<td>-0.6±0.6</td>
<td>7.1⋅10^1</td>
<td>c, d, e Broadband, engine harmonics</td>
<td></td>
</tr>
<tr>
<td>5-kg sledge hammer</td>
<td>7.1-178</td>
<td>-1.5±0.3</td>
<td>6.7⋅10^1</td>
<td>f Pulse</td>
<td></td>
</tr>
<tr>
<td>Scaler</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>engine only</td>
<td>11-182</td>
<td>-1.1±0.2</td>
<td>2.0⋅10^1</td>
<td>Engine harmonics</td>
<td></td>
</tr>
<tr>
<td>scaling</td>
<td>11-182</td>
<td>-1.0±0.2</td>
<td>2.2⋅10^1</td>
<td>Broadband</td>
<td></td>
</tr>
<tr>
<td>Large-hole drilling rig</td>
<td>18-99</td>
<td>-0.8±1.2</td>
<td>1.8⋅10^1</td>
<td>g Broadband</td>
<td></td>
</tr>
<tr>
<td>Core drilling</td>
<td>27-58</td>
<td>-1.9</td>
<td>1.6⋅10^1</td>
<td>a, d, h Broadband</td>
<td></td>
</tr>
<tr>
<td>Hoist platform</td>
<td>18-173</td>
<td>-1.7±0.4</td>
<td>1.2⋅10^1</td>
<td>i Engine harmonics, broadband</td>
<td></td>
</tr>
<tr>
<td>Roof cutter engine only</td>
<td>16</td>
<td>-1.4±0.3</td>
<td>about 3⋅10^0</td>
<td>d, j Broadband</td>
<td>Broadband</td>
</tr>
<tr>
<td>cutting</td>
<td>16-49</td>
<td></td>
<td>1.0⋅10^1</td>
<td>d Broadband</td>
<td></td>
</tr>
<tr>
<td>Salt through drop hole</td>
<td>24-42</td>
<td>-1.3±0.5</td>
<td>6.3⋅10^0</td>
<td>d Broadband</td>
<td></td>
</tr>
<tr>
<td>Picking</td>
<td>8.4-840</td>
<td>-1.3±0.3</td>
<td>5.1⋅10^0</td>
<td>Broadband, chisel harmonics</td>
<td></td>
</tr>
<tr>
<td>Stud driving</td>
<td>4.6-42</td>
<td>-1.6±0.5</td>
<td>3.6⋅10^0</td>
<td>d Pulse</td>
<td></td>
</tr>
<tr>
<td>Percussion drilling</td>
<td>4.6-42</td>
<td>-1.3±1.6</td>
<td>3.0⋅10^0</td>
<td>d Broadband, percussion harmonics</td>
<td></td>
</tr>
<tr>
<td>Chain saw</td>
<td>15-43</td>
<td>-2.0±1.0</td>
<td>4.1⋅10^1</td>
<td>d Broadband</td>
<td></td>
</tr>
</tbody>
</table>

Remarks:

a The closest position was in the seismic shadow of a drift; this value – markedly below the trend – was excluded.

b Peak-to-peak values estimated as 8 * rms values.

c 2 distances below 10 m excluded because they are in the range of the vehicle size.

d 100 m is markedly beyond the range for the trend.

e When passing 3 positions (in front of “Bohrort 3.2”, 23 m south and 19 m north of it), 2 passes.

f Averages from 4 blows at “Bohrort 3.2”. The values from hammer blows at “Bohrort 3.1”, distance 167-210 m, are clearly lower.

g The closest point at 18 m is at the opposite wall of the hall, but was included.

h Only two points were used for the trend, no confidence interval can be computed.

i When passing in front of “Bohrort 3.2”, one pass each in 2nd, 3rd and 4th gear.

j Too few points for trend were available, but an estimate for 100 m was possible.

The nominal 100-m values are depicted in Figure 11. Assuming a background-noise value one can deduce detection ranges simply from amplitude by defining a detection-threshold signal-to-noise ratio $S/N_{det}$. Somewhat generously requiring $S/N_{det} = 2$, for example with a background peak-to-peak value around 10 μm/s as found during the plate-compactor measurements at Position 6 (8 times the rms value of about 1.2 μm/s, see Figure 7), one concludes that the scaler and stronger sources could be detected at 100 m whereas the large-hole drilling rig and weaker sources would be below the detection threshold. Assuming on the other hand a background peak-to-peak value of 0.6 μm/s as at Position 16 during the grader measurements (the rms value in Figure 7 is about 0.08 μm/s), all sources except the chain saw would be detectable at 100 m.
For monitoring after repository closure seismic sensors would be deployed at distances on the order of 1 km. With a quiet mine and sensors at several hundred metres depth a background peak-to-peak value of 0.1 to 0.2 μm/s seems achievable. Summily assuming a power-law decrease from 100 m to 1000 m with an exponent of -2 as observed with the blasts the values at 1 km are lower than at 100 m by a factor 1/100. With a threshold of 2*0.2 μm/s the four sources from blasts down to the hammer would be detectable, with 2*0.1 μm/s the set of detectable sources would expand by the scaler and possibly the large-hole drilling rig. If the signal strength decreases more slowly, for example with a power-law exponent of -1.5, as found for hammer blows, the reduction factor from 100 m to 1000 m is about 1/30. In this case core drilling, the hoist platform, the roof cutter cutting and salt falling through a drop hole, maybe also picking, would be detectable and the stronger sources would reach out correspondingly farther. More exact statements require looking at the amplitude decrease with distance for each source specifically.

Of course, the amplitude crossing a detection threshold is a simple criterion and not the only one available; looking at spectra or using other more sophisticated detection procedures one can find signals masked by noise.

For seismic monitoring during the emplacement phase – for example to support information provided by surveillance cameras by a second, redundant signal – the background noise will be markedly higher, probably similar to the values measured under different conditions in the present project (see Section 3.2), resulting in lower detection ranges. On the other hand, sensors could be deployed much more densely, close enough to the potential sources that their amplitude is higher than the background under normal conditions. Here the problem of masking one source by another, stronger one close-by has to be tackled.
3.6 Seismic spectra

Spectra show how components with different frequencies contribute to the total signal. If two signals with different frequency content are superposed this can be seen in spectra. In particular, since the background spectrum is known, an additional activity with a different spectrum shows up even if the amplitude is not increased significantly by it; this can be used as a more sophisticated detection criterion than just amplitude. Based on spectra one can design filters suppressing certain frequencies for improved detection. Spectra at different distances from a source may allow one to determine frequency-dependent properties of propagation. Periodic signals (for instance from machinery) show up as peaks at the fundamental frequency (the inverse of the period) plus at integer multiples of it (harmonics); the signal form is reflected in the relative strength and phase of these peaks. Change of spectra over time can indicate motion or other variation of a source. This is visualised by a spectrogram where the abscissa denotes time, the ordinate frequency, and the spectral power (or amplitude) is coded in grey value or colour. Here only a few example spectrograms are presented, with grey value in logarithmic scale.

Figure 12 is a spectrogram of the scaler operating in about 25 m distance. During scaling broadband excitation extends to 2.7 kHz. In the periods in between the frequencies of the engine harmonics increase and decrease again with the engine rotation rate as the hydraulic arm is moved and the vehicle drives to the next scaling position. Acoustic-seismic coupling from the greatly increased engine noise can explain the strong seismic signals in these periods (see Section 3.4.3).

Figure 13 is a spectrogram from a pass of the heavy loader with 3-4 m/s speed, fully loaded with about 9 t of salt. There is a harmonic series of lines typical of the periodic signals from a reciprocating engine, probably produced by acoustic coupling. The frequencies follow the variation of the engine rotation rate, jumps can be explained by gear switching. It is notable that there is considerable broadband excitation up to the Nyquist frequency of 5 kHz (half the 10-kHz sampling rate). Its power increases and decreases in parallel to the engine rotation rate.

Figure 14 is a spectrogram from picking, percussion drilling and stud driving at close range. All three activities produce spectral power nearly up to the Nyquist frequency of 5 kHz. Due to their periodic blows to the salt rock, picking and drilling show harmonics of a fundamental frequency. This is about constant at 44 Hz for picking, while it decreases with growing friction from about 57 to about 37 Hz for drilling as the drill hole gets deeper.
Figure 13: Spectrogram of vertical wall velocity at Position 2 (at the drift wall) during a pass of the heavy loader (Centauri I HFL 00 K R), fully loaded, with speed 3-4 m/s. Grey value: spectral power in logarithmic scale. The sensor was passed at about 19:33:05 (brightest region 19:32:55 to 19:33:30, with variations in parallel to engine rotation rate). The curves of varying frequency are harmonics of the engine, probably from acoustic-seismic coupling. In addition broadband power exists up to 5 kHz.

Figure 14: Spectrogram of vertical wall velocity 8.4 m from a site where picking (P) (Hilti TE 1000-AVR), percussion drilling (D) (Hilti TE 6A36) and stud driving (F) (Hilti DX 460 KIT) were done. Grey value: spectral power in logarithmic scale. Picking and drilling produce harmonic and broadband features over the duration of the activity, the harmonics are best visible between 0.3 and 1.5 kHz. The impulses from stud driving make broadband power contained only in one 0.8-s spectrum (or two neighbouring ones) each. Several weaker events are visible, too.
4. Conclusions

On a general level several findings are relevant:

- Removing rock by drilling or cutting produces broad-band vibration.
- Different from drilling the signals from the scaler, but also the roof cutter are irregular, as rock is hit or not during movement of the respective arm.
- Periodically working machinery produces harmonic signals in addition.
- In the underground cavities significant coupling from acoustic to seismic excitation takes place. This is most relevant with the engine noise from heavy vehicles.
- Seismic excitation in the salt rock extends to very high frequencies (tens of kilohertz, not shown here), and geophone signals contain frequencies up to several kilohertz. In future monitoring at least within the salt dome the high frequencies should not be neglected, in particular for localisation.
- After propagation through the overburden of sand, silt and clay to the surface, kilohertz frequencies have vanished by attenuation, only frequencies up to several 100 hertz remain (not shown here).
- Not shown here likewise: Very low frequencies (below a few hertz) are not excited to a relevant extent, so that specific sensors covering these are not needed.

With a view towards seismic detection of mining activities the following can be stated:

- Seismic-signal strength shows considerable variability, peak-to-peak values from the same source at the same distance can vary by a factor 2 to 5.
- Power-law fits to signal strength versus distance give exponents in the range -2.2 to -0.6; if credible values from distances of 100 m and more exist, the range is -2.2 to -0.8, with confidence intervals of ±0.2 to ±1.2.
- Detection ranges by amplitude alone are many kilometres for blasts, many hundreds of metres for heavy vehicles and, depending on background noise, 100 m to a few times this value, for weaker sources.

The shorter detection ranges are relevant mostly for the emplacement phase when the mine is open and active, and seismic sensors could be deployed along shafts and drifts with relatively close spacing, for example 50 m or 100 m. Their signals would be evaluated and processed continuously, mostly in an automatic mode. The results could complement the information gained from video cameras and other traditional safeguards sensors.

After closure of the repository sensors and cables must not remain in it. monitoring for undeclared activities, that is for excavation in the former mine or close to it, would...
rely on sensors far from the repository, also active continuously, forming a “fence” in the surrounding sediment, maybe with parts in the salt dome (Figure 15). Keeping 500 m distance from the salt margin and 1 km from the repository in the salt, relevant distances from the repository would be 1-3 km, without sensors in the dome up to 5-8 km. With the mine closed a much lower background will hold. Assuming deployment in boreholes of several 100 m depth, a value of 0.1-0.2 µm/s is plausible. With a power-law exponent of -2, the sources down to the scaler and possibly large-hole drilling could be detected at 1 km distance. This is a very rough estimate – with an exponent of -1.5 instead of -2 the signals at 1 km would be 3-fold higher. Additional sensors could be placed above the dome in the sand/silt/clay overburden, at, for example, 150-200 m depth. Here the distances from the repository would be 0.7 to 1.5 km, with about the same conditions for detection.

Excavation could be done by two major methods: drilling and blasting, or by cutting machines (tunnel boring machines or smaller road-header machines) (principally, salt could also be removed by water dissolution; if deemed relevant this scenario should be investigated separately). In the first method blasts would provide a very strong and clear signal, even if drilling could not be detected. Removal of rock by cutting machines would set much higher requirements on detection – a road header should be similar to the roof cutter, not a strong vibration source, see Figure 11. But with a road header advance would be relatively slow. A tunnel boring machine that would proceed faster should produce stronger signals with a larger detection range. Such a machine was not available in the Gorleben mine; for this problem at least some estimates should be made. Machine activity would also be needed for removing debris. If a vehicle were used, the signal strength would probably be somewhere between the loader and the hoist platform, with corresponding conditions for detection.

In terms of monitoring prospects it can be stated that excavation by drilling and blasting can be detected by the sketched concept with virtual certainty. Whether removal of salt by tunnel boring machine or road header machine can be detected at sensor positions far enough away from the repository, and what the requirements on sensors and sensor density would be, needs to be studied. Scenarios should also consider other methods of reducing seismic excitation.

Most relevant is the investigation of the propagation of seismic waves from sources in the salt dome to longer distances in the salt dome and in particular to the surrounding and overlying sediment. This can be done at first by detailed seismic modelling, taking into account the properties of the various underground media and all boundaries between them. Such a project has begun at TU Dortmund. Some validation of its results will be possible using data gained in the measurements described here, including from the surface. If seismic modelling gives a reasonably positive outcome, then a subsequent project can validate the results at other positions using sensors in a few exemplary boreholes.

The results found will generally hold also for a different salt dome, with variations due to different geometry and internal as well as external structure. Concerning a repository in another medium (for example granite or clay, both alternative media are under research in Finland and France, respectively, and are being discussed in Germany), there is no reason to assume that seismic monitoring would be markedly less suitable than with salt. But there will be considerable differences for several reasons. For example, rock of different hardness can lead to different source strength for drilling. Acoustic-seismic coupling can differ. Propagation will be affected by different wave speeds and attenuation. Quantitative statements such as the ones made here will require a study with measurements for each potential site.
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Abstract:
The paper describes the practical implementation of the idea of 3S: safety, security and safeguards synergy, which was widely discussed at the relevant forums, in particular at the Seoul summit. The idea was aimed at improving the efficiency of the cooperation between these elements, which have relatively large number of common points, but at the same time have their proper features. Careful consideration has showed that the sphere of non-destructive testing is the most appropriate one to start 3S synergy implementation. Non-destructive testing methods and devices are widely applied in each S-element and could quite often be retargeted. The prototype of closure weld seam was inspected by the means of standard ultrasonic echo-pulse method. However, the collected data was processed with developed mathematical algorithm, that allows to use this information for security and safeguard purposes as tagging instrument. The main challenges for industrial application were defined.
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1. Background

The International Atomic Energy Agency (IAEA) Director General Yukiya Amano, in his statement to the Fifty-Sixth Regular Session of the IAEA General Conference in 2012, emphasized that "...Eighteen months after the accident [Fukushima Daiichi accident], it is clear that nuclear energy will remain an important option for many countries. Our latest projections show a steady rise in the number of nuclear power plants in the world in the next 20 years"[1]. It means further dissemination of nuclear energy for peaceful use among new countries and in the new regions as well as improving existing capabilities.

Nuclear energy technology is complex and sophisticated and requires high level of scientific development, but at the same time poses potential hazards for humanity and requires the most advanced and well-thought actions. Despite the worldwide robust experience in operating nuclear facilities and related infrastructure, the Fukushima accident showed that the use of nuclear energy still can lead to disastrous consequences. Thus the system of nuclear energy utilization requires new and innovative ideas to improve the level of nuclear safety, nuclear security and nuclear safeguards. It is clear, that each of S has its particular duties and peculiarities, but together these elements create a stable system for the peaceful use of nuclear energy.

Within “2012 Seoul Nuclear Security Summit”, which was held in Seoul in March 2012, as one year past after Fukushima Daiichi accident, synergy between safety and security was one of the main topics of discussion. On the official Seoul Summit Communiqué highlighted: “Acknowledging that safety measures and security measures have in common the aim of protecting human life and health and the environment, we affirm that nuclear security and nuclear safety measures should be designed, implemented and managed in nuclear facilities in a coherent and synergistic manner” [2]. Additionally to this statement, in the context of protecting human life and health and the environment, safeguard measures (non-proliferation) also need to be taken into account. Thus, today, the key challenge for scientists, politicians, diplomats is to seek options for preventing any situation which can undermine the reliability of peaceful use of nuclear energy. One of the ways of resolving this problem is to enhance the synergies between nuclear safety, security and safeguards.

Careful consideration has showed that the non-destructive testing (NDT) is one of the most appropriate options to start 3S synergy implementation. NDT methods and devices are widely applied in each S-element and quite often could be retargeted. [3] To understand what we should choose as the very first object for synergy implementation we need to screen for the most vulnerable stages in the nuclear fuel cycle. According to the official Russian ROSATOM guidelines, the following challenge exists for applying sealing technologies: "...there is no official data concerning sealing systems that could not be faked..." [4].

Within 3S initiative Tomsk Open Laboratory for Material Inspections of National Research Tomsk polytechnic university has launched the project on NDT methods application for fingerprinting by intrinsic features of dry intermediate storage (DIS) casks with spent nuclear fuel (SNF). Nowadays, NDT is mainly focused on safety purposes, but it seems possible to apply those methods for providing national and IAEA safeguards. [5] The containment of spent fuel in
storage casks and vaults at DIS could be dramatically improved in case of development of so-called “smart” spent fuel storage and transfer casks. Such casks would have tamper indicating and monitoring/tracking features integrated directly into the cask design. These features could be an add-on package or be integrated into the cask construction. The microstructure of the containers material as well as of the dedicated weld seam applied to the lid and the cask body provides a unique fingerprint of the full container, which can be reproducibly scanned by using an appropriate technique. Reproducing of a unique fingerprint can be achieved due to the following factors: 1) DIS cask design – it is based on defence in depth principle in order to prevent harmful influence from stored SNF (neutron radiation and any kind of corrosion); 2) ultrasonic techniques allow to choose area of control quite precisely what helps to avoid influence of external factors (wedges, coupling, scratches etc.). Additionally, this paper contains description of the weld seams investigation performed by ultrasonic backscattering technique for providing those fingerprints.

2. Overview of a dry cask storage design

The energy content of SNF is significant and thus becomes the incentive to keep the option of future use of SNF. The historical vision towards the future of the nuclear fuel cycle was determined by key idea that LWR SNF is a valuable resource. Plutonium from LWR SNF was to be recovered and fabricated into fuel for the start-up of fast reactors. Such a system could increase the available energy from uranium by more than an order of magnitude. [6]

The technologies currently available for spent fuel storage fall into two categories, wet and dry, distinguished in compliance with the cooling medium used. In wet storages the fuel cooling is performed by water and in dry it is performed by air, accordingly. Whereas wet storage option has been used for spent fuel storage and cooling at reactor sites and in some off-site storage facilities around the world. A variety of technical methods for dry storage has been developed since then and is available in the international market.

Intact fuel storage, which is the most prevalent dry storage method, refers to storage of fuel assemblies with no attempts to pre-compact them or alter them by destructive methods prior to storage. A variety of storage systems have been developed to meet specific requirements of different reactor fuels and a number of designs based on these generic technologies is now available for dry storage for the spent fuel containers (also called casks) or vaults (horizontal, vertical etc). The general examples of storage types are highlighted in Table 1. The technology continues to evolve keeping up with the design optimization and new materials. One of the driving forces of the trend towards dry storage options (especially those of casks) is the inherent technical flexibility linked to economics. Compared to the pool facilities, which need to be built at full capacity initially, the modular type dry facilities can be added as needed with the advantage of minimizing capital outlays. [7]

<table>
<thead>
<tr>
<th>Item</th>
<th>Type of Storage</th>
<th>Containment &amp; Shielding</th>
<th>Features</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Independent Spent Fuel Storage Pool (Wet Storage of Spent Fuel)</td>
<td>Water in a deep stainless steel lined concrete pool within an enclosed structure</td>
<td>Traditionally used for expanded storage of spent fuel. Many examples worldwide</td>
<td>Current trends are for dry rather than wet storage, for reasons of reduced maintenance (water management) and improved safety and security.</td>
</tr>
<tr>
<td>2</td>
<td>Vertical Dual-Purpose Spent Fuel Dry Storage/Transfer Cask</td>
<td>Heavily shielded steel cask with spent fuel sealed in inner steel canister (i.e. double lidded)</td>
<td>Vertical, dual purpose, dry spent fuel storage and transfer cask</td>
<td>Examples: CASTOR, TN NAC-ST/STC BGN Solutions</td>
</tr>
<tr>
<td>3</td>
<td>Vertical Concrete Dry Spent Fuel Storage Cask/Silo</td>
<td>Heavily shielded concrete cask/ silo with spent fuel sealed in an inner steel canister</td>
<td>Vertical, dry spent fuel storage cask/silo</td>
<td>Examples: CONSTOR HI-STORM</td>
</tr>
<tr>
<td>4</td>
<td>Horizontal Modular Concrete Dry Spent Fuel Storage</td>
<td>Heavily shielded modular concrete storage with spent fuel sealed in an inner steel canister</td>
<td>Horizontal, modular dry spent fuel storage vault</td>
<td>Examples: NUHOMS NAC-MPC/UMS MAGNASTOR</td>
</tr>
<tr>
<td>5</td>
<td>Concrete Dry Storage Vault with Thimble Tube Storage Wells</td>
<td>Heavily shielded concrete vault with thimble tube storage wells for spent fuel</td>
<td>Vertical, dry spent fuel or vitrified waste storage vault with thimble tube storage wells</td>
<td>Examples: MVDS MACSTOR</td>
</tr>
<tr>
<td>6</td>
<td>Dry Geologic Storage (Tunnel or Mine)</td>
<td>Dry gas-filled spent fuel canisters emplaced in an isolated deep tunnel or mine and backfilled with earth</td>
<td>Dry spent fuel storage in tunnel or mine; vertical or horizontal fuel orientation</td>
<td>Example: Olkiluoto NPP Spent Fuel Repository (Olkalo)</td>
</tr>
</tbody>
</table>

Table 1: Storage options for away-from-reactor storage of spent fuel [8]
Several variations of these fuel storage concepts, often by combination of existing dry storage technologies, have been developed with prospective applications in the future. Cask is currently the most popular option that can be purchased or leased from the competitive market for expedited installation, on the assumption that the necessary license can be obtained and any other obstacles such as opposition on behalf of the affected local community have been or could be resolved. Inheriting the technology initially developed for large-scale transportation of spent fuel from storage to reprocessing operations, several large size casks are now being marketed for storage services. Concrete modules have also become popular as a competitive option, with more designs licensed and implemented over the years. Markets for concrete modules are merging with those for vaults as a compact storage system, in terms of advantages when land availability is an issue. Multi-purpose technologies (i.e. a single canister package for storage, transportation and disposal) have also been developed, for instance in the US. Within this paper we will focus on Vertical Dual-Purpose Spent Fuel Dry Storage/Transfer Cask as the most popular type of DIS cask in Russia.

3. Ultrasound inspection

The echo-sounder technique is most commonly used method for material inspection. The ultrasonic pulse called transmitter pulse is usually generated by piezo-electric conversion. The pulse propagates through the material that is supposed to be isotropic. Part of the acoustic wave is scattered back to the transducer and converted again by the reciprocal piezo-effect. The received pulse is A-scan. The amplitudes of the A-scan indicate the intensity of reflection correlates with the reflector dimension. The arrival time of reflector amplitudes is used for their localization and providing straight propagation along the central line of the wave field intensity profile.

Figure 1: Typical UT inspection of cask weld

Figure 1 represents the scheme of Vertical Dual-Purpose Spent Fuel Dry Storage/Transfer Cask UT inspection for safety reason. For the detection of structural features, especially planar, normal incidence of the wave field to receive the backscattered reflection is required. Depending on possible critical flaw geometries and a risk classification of the inspected component the inspection procedure requires various angles of sound wave incidence.

The required angle of incidence is realized by plastic wedges of different sound velocity and low attenuation. Snell’s law [9] can be used for the wedge design of the specified angle of sound incidence as long as the beam is directed. A typical angle beam transducer design is shown in Figure 2.

Figure 2: Typical design of an angular beam transducer [10]

Both the longitudinal mode (cL = 5920 mm/sec in steel) and the slower shear mode (cs = 3250 mm/sec in steel) can be realized by the appropriate wedge design. Above the first critical angle of 90° refracted longitudinal mode and only shear waves are transmitted into the sample. We use acoustic noise, reflected from material’s artefacts, received from both modes while travelling through controlled material; and the purpose of it is to obtain structural fingerprinting. Raleigh scattering forms most of the acoustic noise and usually not evaluated for flaw detection and assessment. However, we assume that the acoustic noise depends on the microstructure what specifies the position. Geometric extended reflectors are by far more position related and may be evaluated for position data and position changes. However, in high quality steels which are used for structures extended material flaws or material inhomogeneity are quite rare. It is worth mentioning, that only point reflectors will provide accurate data as required. Back-wall reflection is independent of the transducer position. Compound reflector geometries, such as crack faces, require careful analysis of the radio frequency (RF) A-scans to separate individual and interfering scatter centres [11].

The number of experiments was conducted during the investigation. The main goal of experiments was the
development of methodology for structural fingerprints identification. Experimental set-up was developed to achieve the goal. Russian universal industrial ultrasonic flaw detector USD 60 was chosen as basis for the installation. (Fig.3) Transducer by Olympus Panametrics 2.5 MHz, 70° beam angle and standard laptop with software included in the set-up, also. Software package consisting of signal receiving utility provided with flaw detector, freeware digitizing module and Origin Lab. All specific algorithms were realised by means of C#.

Three steel plates with dimension 100x100 mm and different thickness (8, 10, 12 mm) were welded and used as samples dedicated to be equivalent of cask weld seam. (Fig.4) The thickness of the samples was recommended by our Russian industrial partner – customer of DIS casks. Weld seams at each sample were cut off for 40 mm form the edge.

For the investigation were chosen nine points of interest in order to provide required statistics. (Fig. 5) 50 measurements were done in each point. Around 100 measurements were done to investigate the main factors that influence the results, such as position inaccuracy, coupling problem etc.

So-called “Area of interest” is used in order to prevent internal or external influence on material structure, within frameworks of the experiment. It is internal volume that is placed for 2 mm above internal surface of the sample. (Fig.6)
During the investigation, we used standard software for data acquiring and processing. The development of data processing model is based on biometric system as the most reliable. Fingerprinting systems are used as reference technology. In these systems matching threshold is defined by equation 1.

$$k = \frac{D^2}{p \times q}$$  \hspace{1cm} (1)

where $k$ – required correlation rate; $D$ – quantity of defined features; $p$, $q$ – amplitudes of features in reference and measured signal respectively. [12] In this case, a correlation threshold for a valid result is 65 percent. This threshold was taken for development and testing of the data processing system.

Ultrasound equipment allows to use different types of signals. Radio frequency A-scan was chosen for the investigation to present data in real scale. During ultrasonic testing procedure, reference signature (Fig. 7a) was obtained. Further fingerprint images the system digitizes and analyses the input data. Then the most distinctive point should be picked from a digitized image, on the basis of those points system creates a pattern for reference signature. The same steps are taken for authentication process, the last one will be matching points of patterns. The correct signature (Fig. 7b) was obtained and more than 65% of points met with each other. Identity of signatures is proven and the controlled item is considered not the object of malicious acts. [13] In case when inherent microstructure of closure weld is corrupted and correlation rate is below than the threshold, a poor signature as result of the inspection is obtained. (Fig. 7 c)
50 portable network graphics (png) images of the RF signal were acquired for each of nine points. Comparative data analysis proved the uniqueness of the acoustic noise image.

Further data processing was performed whereby the initial signals were digitised and represented in the shape of data arrays thus representing them by a set of X and Y coordinates. The error minimization problem was solved by averaging the X and Y values for each signal, after which an optimal number of peaks was defined and found to vary between 38 and 43. Noteworthy, due to the fact that a sufficient number of points is required in order to form a pattern the correlation rate decreased when the number of peaks was less than 38. However, a number of peaks higher than 43 will also result in the correlation rate decreasing due to the presence of peaks artificially created by the hardware. Thus, in the present study the optimal number of peaks was chosen to be equal to 40 (Fig.8).

The peaks obtained create a pattern for the chosen measurement point described by a suitable function using OriginPro Lab 8.0. These data will be used for authentication.

During an inspection it is necessary to perform control measurements at some points chosen by the inspector, the results of which are compared to the patterns originally assigned to the measurements at the same positions. In order to evaluate the data obtained, the confidence interval is defined taking into account the maximal number of peaks to minimize false data. Exceeding the confidence gate by 0.4 point leads to a significant increase in false data (Fig.9) and this is taken into consideration. The reference signal amplitude is taken as 1 and the gate is within the range [0.8 to 1.2].
Experiments have shown that in case of the successful authentication the match accuracy reaches from 72.5% to 87.5%. The divergences with the pattern are more often seen at the initial and final values of the data array. The Poor authentication case simulation demonstrates the match accuracy within the interval 12.5% to 45% that is considerably less the Successful authentication range.

4. Conclusion

Obtained results during the experiment have verified the consistency of the chosen combination of the control method and structural fingerprint appliance. The successful authentication demonstrates the levels of the feature points’ compliance exceeding the given threshold on 65% which differs considerably from the percentage of the concurred points during authentication from other points. Since reproduction or doubling of the proposed unique identification characteristics is impossible at the current state science and technology, application of this technique is considered to identify the interference into the nuclear materials displacement with high accuracy.

Obtained results revealed the fact, that information for all 3S can be gathered by applying single measurement. Ultrasonic inspection of DIS cask closure weld has approved the following useful applications: for safety reasons - possible cracks and flaws for evaluating degradation of material; for security - intrinsic features of weld – natural fingerprint of material can be used as non-tamperable seal for controlling and accounting purposes; and for safeguards - automatic data acquisition and processing facilitates creation of the data storage in order to make verification process easy and robust.
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Abstract:

In November 2012 the International Atomic Energy Agency (IAEA) sponsored a Technical Meeting on the Interfaces and Synergies in Safety, Security, and Safeguards for the Development of a Nuclear Power Program. The goal of the meeting was to explore whether and how safeguards, safety, and security systems could be coordinated or integrated to support more effective and efficient nonproliferation infrastructures. While no clear consensus emerged, participants identified practical challenges to and opportunities for integrating the three disciplines' regulations and implementation activities. Simultaneously, participants also recognized that independent implementation of safeguards, safety, and security systems may be more effective or efficient at times. This paper will explore the development of a framework for conducting an assessment of safety-security-safeguards integration within a State. The goal is to examine State regulatory structures to identify conflicts and gaps that hinder management of the three disciplines at nuclear facilities. Such an analysis could be performed by a State Regulatory Authority (SRA) to provide a self-assessment or as part of technical cooperation either with a newcomer State, or to a State with a fully developed SRA.
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1. Introduction

It has been long recognized that there are organizational and technical incompatibilities and at the same time overlaps among Safety-Security-Safeguards (3S) requirements in nuclear facilities. In 2008, led by Japan, the G8 countries agreed to support the concept of 3S. The objective was to set up nuclear energy infrastructures in countries that were beginning nuclear programs. The idea was to help countries to integrate their approach to implementing safety, security, and safeguards measures so that they all receive appropriate attention, and through regulatory development, training. This approach would enable countries to take advantage of the synergies among the 3S components, while recognizing the differences.

Subsequently there has been much discussion about the concept of 3S. ESARDA and INMM meetings have devoted sessions to various elements of the topic, such as 3S by design and 3S culture. A special session at the 2013 INMM meeting in Palm Desert, California, focused on 3S including discussions of regulatory oversight, implementation at a spent fuel facility, and 3S by design [1]. International Meetings on Next Generation Safeguards have also addressed the topic [2]. In November 2012 the IAEA conducted a Technical Meeting in Vienna on Safety, Security and Safeguards: Interfaces and Synergies for the Development of a Nuclear Power Programme, which noted several interfaces and synergies between nuclear safety, security, and safeguards [3].

These discussions about 3S are typically conducted at a high level and rarely examine specific examples of when safeguards, safety and security measures intersect. In these cases, the reviews—while moving the literature forward—are typically limited to one element of 3S such as non-destructive testing [4], probabilistic risk analysis [5], or operator organizational structure [6]. Consequently, these discussions do not examine thoroughly whether such intersections reinforce or undermine the objectives of each discipline. Indeed, existing literature on the topic of 3S appears to echo the assumption that these intersections are inherently beneficial to the operator. The literature often continues to argue for greater coordination and integration of the three disciplines, particularly during the nuclear infrastructure development process.

The assumption that 3S is inherently beneficial does not encourage consideration of fundamental questions: Is there really a need for greater coordination and integration among the disciplines? Are there really many conflicts among the disciplines? Would greater coordination and integration have a measurable impact on facility operations or reduce perceived vulnerabilities or risks?

When we looked for examples that required a coordinated 3S intervention, we found a few, but each seemed to have reasonably simple solutions. The classic example has to do with emergency exits. You need to let people exit the facility in a fire emergency, but there is also a need to subsequently corral them for security reasons. There are also safeguards components to this example to ensure that no

Acknowledging that there is no IAEA definition for 3S, we use the term in this paper as shorthand for Safety-Security-Safeguards.
one is exiting illegally while possessing nuclear material. Security can help, but the circumstances may require a physical inventory verification prior to letting people back into the facility. This well-known example seems to persuade people that there is something important about 3S, but more examples are needed to warrant promotion of the concept. Some other areas ripe for research and development include access control, facility design, and computer security risks.

Without a thorough examination of the intersections among the three disciplines, nuclear plant operators and regulators are limited in their conclusions about whether and in what contexts greater coordination among the disciplines would truly generate beneficial results. The purpose of this paper is to propose a framework for analysis of the concept, and then suggest how various entities might employ the framework. Officials from Finland’s nuclear regulatory body, STUK, provide specific examples from their experience enforcing safeguards, safety and security regulations in Finland.

2. Framework

As part of the effort to develop a framework, we sought to record in a table intersections of safeguards, safety and security through the identification of discrete events that trigger interactions among the three disciplines.

Working from left to right, the table’s four columns specify areas of impact (“Intersection Area”), the specific instigator of a possible 3S conflict (“Event”), the risk(s) posed by that event to one or more of the 3S disciplines (“Event Impact”), and potential ways to address these risks by restoring the equilibrium among the three disciplines (“Risk Mitigations”). (The order of the blocks in the table is arbitrary). By investigating each element of the framework individually, while focusing on the discrete events where the disciplines intersect, regulators, designers, operators and staff may be able to better identify who can take best advantage of or reinforce the 3S concept.

The event impacts described in the table and the risk mitigations proposed are illustrative. Further, the set of intersection areas may not be comprehensive. As recommended in the conclusion, stakeholders will need to further develop the content of this framework.

The table requires two prefatory notes:

When describing 3S intersections, risks and opportunities are two sides of the same coin. A situation can either be characterized as a risk that requires mitigation or an opportunity that overcomes a challenge. For example, the table could be structured to say either that “separate nuclear laws create conflicts and regulators should integrate them” or “an integrated nuclear law allows regulators to avoid conflicts that can arise”. We have chosen for consistency to structure the table as risks that require 3S mitigation.

Further, it is important to note that this framework focuses on 3S impacts. As described in Suzuki et. al. [5], interactions between the three disciplines can include one or more of the three discipline pairs (safety-security; safety-safeguards; and security-safeguards) or impact all three disciplines. Table 1 is limited to the narrow set of interactions that force an intersection among all three disciplines, but future work could expand the table to capture additional events that only affect one or more of the discipline pairs.
<table>
<thead>
<tr>
<th>Event</th>
<th>Impact</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Intersection Area Event</strong></td>
<td><strong>Event</strong></td>
</tr>
<tr>
<td><strong>Nuclear laws and regulations</strong></td>
<td><strong>Facility design</strong></td>
</tr>
<tr>
<td>Development of a national nuclear law</td>
<td>Design of storage vaults</td>
</tr>
<tr>
<td>Creation of regulatory organization(s) and authorities</td>
<td>Opening the vault for inspection can create environmental dynamics that pose safety risks and weaken the security posture.</td>
</tr>
</tbody>
</table>

**Risk Mitigations**

- An integrated law can reduce the risk of conflicts among the requirements imposed by each of the three disciplines. Further, regular self-assessments, benchmarking, or cross-training can mitigate risk of inconsistent or conflicting regulations.
- With appropriate management attention, an integrated regulatory authority can resolve conflicts. The operator only has to answer to one authority.
- Joint training and unattended remote monitoring systems can maintain continuity of knowledge to meet safeguards needs while mitigating safety/security risks because the door remains closed.
- Ensuring that risk assessment is harmonized across the three disciplines encourages proactive risk management.
- A narrowly-focused nuclear safety containment design can create security or safeguards risks.
- Physical protection requirements impact radiation protection, loss avoidance, and safeguardability.
- Developing facilities with 3S in mind reduces the risk of design conflicts and allows computer security including data backup is essential to avoid single point failures.
- Jointly housing data could optimize facility usage, provide savings on installation, facility space, and security, and minimize inconsistencies. Computer security, including data backup is essential to avoid single point failures.
- Designing facilities with 3S in mind reduces the risk of design conflicts and allows security layers (e.g., secure evacuation points inside and outside the facility or plant) to work together in a coordinated fashion.
- Cross-training of inspectors, participation in other domain inspections, joint missions, and sharing of information can determine that no material is missing. Evacuation emergency exercises to identify and address possible weaknesses.
- Security layers (e.g., secure evacuation points inside and outside the facility or plant) to work together in a coordinated fashion.
- Joint 3S vulnerability assessments of computer systems can reveal potential points of attack and response solutions. Adequate backup solutions should include procedures for response if communication networks are lost.
- Joint 3S vulnerability assessments of computer systems can reveal potential points of attack and response solutions. Adequate backup solutions should include procedures for response if communication networks are lost.
- Virtualization of data on one secure supervisory software IT platform or the other may yield savings on IT infrastructure while potentially making it more reliable and resilient.
- Multiple protocols for similar tasks across the three disciplines (e.g., fire, criticality) can unnecessarily burden resources.
- Development of a facility IT platform(s) can yield savings on IT infrastructure while potentially making it more reliable and resilient.
- Implementation of standard communications protocols can yield savings on IT infrastructure while potentially making it more reliable and resilient.
- Communication protocols development can yield savings on IT infrastructure while potentially making it more reliable and resilient.
**Table 1: 3S Events, Impacts, and Risk Mitigations**

<table>
<thead>
<tr>
<th>Training</th>
<th>Nuclear Operations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inspector training, curriculum design</td>
<td>Diversion of nuclear material</td>
</tr>
<tr>
<td>As a starting point skills requirements should be defined and monitored. Inspectors trained to narrowly focus on their own discipline may miss seeing and reporting potential risks or vulnerabilities.</td>
<td>An unauthorized diversion may create security and safety risks in addition to safeguards noncompliance.</td>
</tr>
<tr>
<td>Cross-trained inspectors are more likely to identify potential risks or vulnerabilities in operational practices or regulation implementation; continual training helps keep all inspectors aware of new threats and points of consideration. Training records should be kept and analyzed against requirements.</td>
<td>IAEA safeguards inspections could trigger a safety or security alarm through a report of an anomaly.</td>
</tr>
<tr>
<td>Nuclear Operations</td>
<td>Inventory of nuclear material in storage</td>
</tr>
<tr>
<td>Diversion of nuclear material</td>
<td>Conducting inventory can place safety (e.g., minimizing dose) in tension with safeguards and security (minimizing time that material is subject to theft or diversion).</td>
</tr>
<tr>
<td>Facility management process development [8]</td>
<td>Independent safety, security, and safeguards cameras may be redundant and can strain resources.</td>
</tr>
<tr>
<td>Conducting inventory can place safety (e.g., minimizing dose) in tension with safeguards and security (minimizing time that material is subject to theft or diversion).</td>
<td>Thoughtful placement of some cameras with effective encryption and authentication for safeguards could increase the facility's flexibility to respond to events in a defense-in-depth manner while reducing costs. It may be necessary to retain some non-networked cameras.</td>
</tr>
<tr>
<td>Surveillance and assessment camera installation [8]</td>
<td>Technical solutions could mitigate safety and security risks (e.g., remote verification, or containment and surveillance).</td>
</tr>
<tr>
<td>Conducting inventory can place safety (e.g., minimizing dose) in tension with safeguards and security (minimizing time that material is subject to theft or diversion).</td>
<td>Thoughtful placement of some cameras with effective encryption and authentication for safeguards could increase the facility's flexibility to respond to events in a defense-in-depth manner while reducing costs. It may be necessary to retain some non-networked cameras.</td>
</tr>
<tr>
<td>The effectiveness of operations in each discipline can suffer from weak management.</td>
<td>Thoughtful placement of some cameras with effective encryption and authentication for safeguards could increase the facility's flexibility to respond to events in a defense-in-depth manner while reducing costs. It may be necessary to retain some non-networked cameras.</td>
</tr>
<tr>
<td>Implementing advanced management concepts such as quality assurance, root cause analysis, equipment preventative maintenance, risk assessment, configuration management, design control, change control, document control, and records management reduce the risk of poor management oversight. Corporate governance policies, segregation of duties, identifying dangerous work combinations and good communications all play a significant role. Poor management can be a result of not knowing the big picture.</td>
<td></td>
</tr>
<tr>
<td>Facility as-constructed must meet safety, security, and safeguards design criteria, but developing verification procedures independently may waste resources or overlook vulnerabilities.</td>
<td>Gaps or overlaps in material accounting areas can introduce diversion opportunities and force duplicative equipment procurements.</td>
</tr>
<tr>
<td>Planning validation and verification procedures to proceed with 3S in mind can resolve potential conflicts and save resources.</td>
<td>Design accounting areas to avoid duplication of equipment and IT tracking conflicts.</td>
</tr>
<tr>
<td>Gaps or overlaps in material accounting areas can introduce diversion opportunities and force duplicative equipment procurements.</td>
<td>Facility as-constructed must meet safety, security, and safeguards design criteria, but developing verification procedures independently may waste resources or overlook vulnerabilities.</td>
</tr>
<tr>
<td>Planning validation and verification procedures to proceed with 3S in mind can resolve potential conflicts and save resources.</td>
<td>Design accounting areas to avoid duplication of equipment and IT tracking conflicts.</td>
</tr>
</tbody>
</table>
## 3. Preliminary Conclusions

From our preliminary findings suggested in the table, we can assert that there is value in the concept of 3S, and that a framework can be developed to support thoughtful analysis about how the three disciplines interact at a facility. Moreover, there are instances where safeguards, safety and security measures could be better coordinated, integrated or considered holistically by regulators, operators, designers and staff to improve facility operations. Recognizing that our framework and approach are not complete, we provide recommendations for various users to advance discussion on this topic. More research will be needed to validate our preliminary conclusions.

## 4. Implications

### 4.1 Regulators

Each State will choose its own approach to handling the coordination or integration of the three disciplines. Responsibilities for each discipline may reside in one or more organizations. In a nuclear newcomer state, it may be important to keep all of the issues under one organization to ensure that none of them is ignored. In a state with an advanced nuclear energy infrastructure, the disciplines may need to be managed separately. A regulatory authority with responsibility for all the disciplines may be most cost effective. A State with more than one regulatory authority will need to closely coordinate among these authorities to avoid conflicts or gaps. Either approach can ensure that regulators are able to see possible contradictions among requirements for operators. As a starting point there should be a joint risk assessment, including possible use of DBT, and risk management program among the 3S participants. The regulators for each of the three disciplines should be cognizant of the requirements of the other disciplines. With cross training of inspectors, they will be able to recognize conflicts when inspecting for any of the three disciplines. This would ensure that harmonization of regulations will prevent conflicts among requirements for each discipline.

In Finland, STUK is the 3S regulator. STUK experience has been that simply locating the responsibility in one organization is not enough. Regulations should reflect the possibilities synergies, interfaces and conflicts among the disciplines. And good practices to strengthen cooperation among different sections include good coordination, assertive management, common informative meetings, and combined inspections by inspectors from each of the three disciplines.

### 4.2 Owners

In an operating facility, nuclear safety can eclipse nuclear security and safeguards due to its direct impact on worker safety and health and facility operations. Because of its overriding priority, safety will often drive the budget, limiting the amount of money dedicated to safeguards and security measures. There are consequences to allowing this to happen. Reducing security measures can leave vulnerabilities. Limiting resources for safeguards implementation can lead to inaccurate or incomplete reporting to the International Atomic Energy Agency, which could generate suspicions that there has been a diversion. These suspicions may require greater IAEA scrutiny and intrusion into facility operations. A rigorous assessment by the operator of how the three disciplines benefit most from harmonization, or how they are likely to generate vulnerabilities would help inform resource allocation for a facility.

From a Finnish perspective, it is essential that the operator incorporate safeguards and security into the bidding process to achieve more functional nuclear plants and save costs. This is not strictly a design issue, as all the relevant parties developing new plants should understand the basic criteria on safeguards and security. This requires informative meetings among the operator, the State Regulatory Authority, and designers with the IAEA or the regional safeguards authority. This will facilitate safeguards measures with the needed equipment and cabling being implemented in a harmonized way, integrated with safety and security requirements.

### 4.3 Designers

For nuclear facility design engineers, safety has been the overriding paradigm. Accidents at Three Mile Island, Chernobyl, and Fukushima have reinforced that concern. Industrial safety, criticality safety, radiation safety, electrical safety, high pressure safety, and other areas of safety are likely to be second nature to the designers. In the past, security was left to the security professionals, and therefore was often an add-on to the facility design and computer systems. International Safeguards has had even less emphasis in the design community, and has had to be developed as an afterthought. Clear requirements and guidance are needed for developers.

One example is the first final-disposal facility for spent nuclear fuel, currently under licensing review and partially under construction in Finland. The facility will consist of an encapsulation plant and a geological repository for spent nuclear fuel. The safety of final disposal is a fundamental issue. The current process and plans for the encapsulation plant and geological repository have been designed primarily with safety in mind. The implementation of security and safeguards must not compromise safety. However, challenges appear from the security point of view. These include the identification of vital and inner areas; creation of a new design basis threat (DBT); identification of interfaces, synergies and challenges between safety, security and safeguards, and handling classified information throughout the lifecycle of the facility.
The safeguards concerns of final disposal are unprecedented. Traditional safeguards measures for the spent fuel will be impossible once the fuel is stored and tunnels are backfilled. The whole process must provide sufficient assurance that the fuel has been stored and emplaced according to declarations and that no diversion has been possible. Several safeguards decisions are part of broader 3S considerations. For example:

- The calibration of the equipment used for verifying spent fuel before encapsulation involves both computer security and safeguards aspects.
- Continuity of knowledge from the first verification of spent fuel to the last one before encapsulation is an issue that involves security, safety and safeguards.
- Once the capsules are moved from the encapsulation plant to the final disposal storage underground verification is no longer possible. This movement involves safety, security and safeguards.

Some challenges have occurred in the design of the facility, underscoring the importance of recognizing the safeguards requirements early in the design phase. An analogy is designing a house without considering electricity, and it is only once construction is done that you realize that you forgot to include cabling. In a nuclear facility, particularly one where the operating duration is measured in centuries, including safeguards in the design phase would prevent such problems. Further, during the life of the facility some parts may be storing nuclear material while other parts will still be under construction. Therefore, it is necessary that safeguards be designed into the facility along with safety and security to manage these activities.

The international community has started to meet this challenge. The International Atomic Energy Agency published guidance on safeguards by design principles in 2013 [9], and US National Nuclear Security Administration’s Next Generation Safeguards Initiative has sponsored development of a series of Safeguards by Design guidance documents to be used for reference by designers [10]. In January 2012, the IAEA issued a new Safety Requirements document that includes the requirement that safety measures, nuclear security measures and arrangements for the State system of accounting for, and control of, nuclear material for a nuclear power plant shall be designed and implemented in an integrated manner so that they do not compromise one another [14].

Consideration of all three disciplines during the design phase may lead to operational efficiencies but more research is needed in this area.

4.4 Staff

In previous articles some of the current authors have discussed the culture of the three disciplines (safety-security-safeguards) using an organizational culture construct [11]. We argued that safety culture was the best developed of the three, with nuclear security still catching up since the attacks of September 11, 2001. Safeguards culture is the least developed of the three, partly because there is no natural analogue to international safeguards in daily life. Additionally, safeguards culture does not benefit from having an internationally agreed-upon definition as do safety culture and nuclear security culture. Even less developed is the concept of a 3S culture. We have argued elsewhere that an international agreed-upon definition of safeguards culture should be a next step prior to consideration of 3S culture. [12] The framework developed in this paper suggests there are specific actions staff may be able to take to reinforce 3S objectives and communicate the importance of all three disciplines in an organization. A closer examination of these actions could lead to more productive development of the 3S concept.

5. Conclusions

We have proposed a framework for analysis, but have not performed the rigorous analysis that we argue needs to be done. Rather than continuing to talk about 3S in the abstract, we propose a focused research project that brings together experts from each of the disciplines to give the nuclear community a better understanding of the range of specific conflicts that 3S integration could help resolve. Once understood, communities of regulators, operators, and designers can begin to discuss best practice. By taking actionable steps to scope and implement 3S, the international community can take advantage of the potential benefits of 3S activities.
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Abstract:
Acquisition and analysis of open source information plays an increasingly important role in the IAEA’s move towards safeguards implementation based on all safeguards relevant information known about a State. The growing volume of open source information requires the development of technology and tools capable of effectively collecting relevant information, filtering out “noise”, organizing valuable information in a clear and accessible manner, and assessing its relevance.

In this context, the IAEA’s Division of Information Management (SGIM) and the EC’s Joint Research Centre (JRC) are currently implementing a joint project to advance the effectiveness and efficiency of the IAEA’s workflow for open source information collection and analysis. The objective is to provide tools to support SGIM in the production of the SGIM Open Source Highlights, which is a daily news brief consisting of the most pertinent news stories relevant to safeguards and non-proliferation. The process involves the review and selection of hundreds of articles from a wide array of specifically selected sources.

The joint activity exploits the JRC’s Europe Media Monitor (EMM) and NewsDesk applications: EMM automatically collects and analyses news articles from a pre-defined list of websites, and NewsDesk allows an analyst to manually select the most relevant articles from the EMM stream for further processing.

The paper discusses the IAEA’s workflow for the production of SGIM Open Source Highlights and describes the capabilities of EMM and NewsDesk. It then provides an overview of the joint activities since the project started in 2011, which were focused i) on setting up a separate EMM installation dedicated to the nuclear safeguards and security domain (Nuclear Security Media Monitor, NSMM) and ii) on evaluating the NSMM/NewsDesk for meeting the IAEA’s needs. Finally, it presents the current use NSMM/NewsDesk at the IAEA and proposes options for further integration with the IAEA workflow.
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1. Introduction

The Agency collects and processes safeguards relevant information about a State from a wide range of sources: information provided by the State itself (e.g. declarations and reports); safeguards activities conducted by the Agency in the field and at Headquarters (e.g. inspections, design information verification, material balance evaluations); and other relevant information (e.g. from open sources and third parties) [1].

Open source information is defined as any information that is neither classified nor proprietary. It includes but is not limited to: media sources, government and non-governmental reports and analyses, commercial data, and scientific/technical literature. The Agency conducts ongoing reviews of all safeguards relevant information and evaluates its consistency with the State’s declarations about its nuclear programme.

The growing volume of open source information, the diverse forms of information available (text, audio, visual), and the technical competence required to evaluate this information poses significant challenges to effective information collection and analysis. Meeting these challenges requires the development of technology and tools capable of effectively collecting relevant information, filtering out “noise”, organizing valuable information in a clear and accessible manner, and aiding in the assessment of the information’s relevance.

To improve the IAEA’s ability to utilize open source information, a joint project is currently underway as part of the European Commission’s (EC) support to the IAEA Department of Safeguards (task EC-D-1880) to optimise existing processes involved in the daily collection of open source information by the Global Monitoring Team (GMT) and production of SGIM Open Source Highlights (OSHL) [2]. The project utilizes the Europe Media Monitor EMM/NewsDesk application, developed by the EC’s Joint Research Centre (JRC).

This paper describes the continuation of a project which was previously reported on at the Institute of Nuclear Materials Management (INMM) Annual Meeting in 2011 [3]. Section 2 describes the workflow for the daily collection of open source information by the SGIM GMT and for the
production of SGIM Open Source Highlights (as it existed prior to the start of the joint project). Section 3 discusses the EMM family of tools and provides an overview of the main functionalities and underlying technologies.

Section 4 describes the work that has been carried out in order to customise EMM to IAEA's needs with the goal of optimizing IAEA's Open Source Collection process: it discusses the testing that took place in the pre-launch phase (coverage tests), and the deployment and outcomes of the Phase 1 launch of the application (usability tests). Sections 5 details the ongoing joint activities to streamline the production of the OSHL and proposes efforts to enable a more effective and efficient mining of open source information to enhance state evaluation through continuous monitoring. Section 6 draws some conclusion.

2. Open Source Information at IAEA

Acquisition and analysis of safeguards-relevant open source information plays an important role in the understanding of a State’s nuclear fuel cycle and activities. All safeguards relevant information available to the IAEA is used not only to support the drawing of safeguards conclusions, but also to plan the optimal set of safeguards verification activities to be conducted in a State. The evaluation of all information is an ongoing and iterative process, in which knowledge about a State will continue to expand and improve. This allows the Agency to draw safeguards conclusions in the most effective and efficient way [4].

The Department of Safeguards uses open sources in several ways in support of the State evaluation process, including: i) daily review of open source information by the GMT to maintain current awareness and serve as early warning for safeguards-significant events; ii) as part of continuous monitoring of safeguards-relevant activities within a State, which contributes to State evaluation; iii) for focused research to support in-field verification activities such as complementary access; and iv) for special investigations related to a specific State, entity, fuel cycle step, or technology.

The IAEA’s focal point for the collection and analysis of open source information is the Division of Information Management (SGIM) within the IAEA’s Department of Safeguards. As part of its mandate for reviewing and analysing open source information to maintain current awareness and provide early warning for safeguards-significant events, SGIM produces a daily news briefing, called SGIM Open Source Highlights (OSHL), which covers safeguards-relevant news and analyses items, as well as relevant developments in nuclear non-proliferation, disarmament, arms control, and the nuclear fuel cycle. OSHL generally consists of four to eight news stories daily, and has a distribution list of nearly 600 staff members within the Department of Safeguards and other IAEA staff. A typical snapshot of SGIM Open Source Highlights is shown in Figure 1.

Periodically, the IAEA conducts a user survey of SGIM Open Source Highlights readers. In the most recent survey conducted, over 90% of those who responded considered Highlights important in their work. The majority of staff use Highlights to stay informed of safeguards-related news around the world, and, to a lesser degree, to track country-specific issues and to learn of relevant commentary and analysis on safeguards and non-proliferation issues. Three-quarters of respondents read Highlights every day, and over 95% read Highlights the same day it comes out. 90% of respondents prefer to receive Highlights with abstracts. Overwhelmingly, the Highlights’ readership finds the breadth of issue coverage and sources used appropriate and satisfactory. 99% of respondents are satisfied or highly satisfied with the product.

2.1 Daily Review Procedures

The production of OSHL begins with a coordinated daily review by the Global Monitoring Team (GMT) of news repositories and websites. Sources of information include subscription-based news databases and aggregators, general news media sites, blogs, non-governmental organizations (NGOs), universities and research institutes, and government agency websites.

The daily monitoring consists of a preliminary manual review by the GMT of approximately 1500 news items on average. Prior to the Phase 1 NewsDesk deployment (see section 3.1), the daily monitoring consisted of three streams of information: i) a subscription-based news database, ii) website-tracking software set up to monitor over 100 news and analysis sites not covered by the database, and iii) a set of websites composed of nuclear-focused news aggregators, internal sources, and subscription-based publications.

Approximately 100 articles are selected for secondary review by the OSHL editorial team, which then selects articles either for inclusion in OSHL or for further back end processing ensuring the long-term availability of the information. Following these previous procedures, the preliminary review required approximately three staff-hours, followed by the secondary review by the OSHL editorial team of approximately one staff-hour.
2.2 Production and Distribution of SGIM Open Source Highlights

Once news stories are selected for inclusion in OSHL, they are distributed to the OSHL editorial team. Editors research the stories, and create an abstract of the issue of approximately 3-5 sentences, pulling together several sources as necessary. The abstracts are posted as drafts in a blog format on a SharePoint intranet portal called the IAEA Safeguards Portal. The abstracts are then reviewed by an editor and published on the Safeguards Portal. Each abstract includes a link to a PDF of the full-text article(s) that is saved for archival purposes.

Once abstracts of all news stories for the day are completed, they are also distributed in an email newsletter to nearly 600 IAEA staff members. Production of the OSHL takes approximately an additional four to six staff-hours a day, depending on the volume of news and the complexity of the issues.

2.3 Back End Processing

Because of the dynamic nature of information contained in websites, the daily monitoring of open source information also serves to build an IAEA internal knowledge base. This ensures that information that is identified as relevant by the GMT is available to the Agency in the future. Selected articles are manually processed to add metadata and then transferred to the internal repository. This process takes approximately one staff-hour per day. The resulting repository is used as a starting point for subsequent analysis work related to State evaluations and other safeguards verification activities.

3. Europe Media Monitor Platform and Tools

The Europe Media Monitor (EMM), developed by JRC [5], is a web-based multilingual news aggregation system that collects over 170,000 news articles per day in about 50 languages from more than 4000 web news sources. The sources are mainly general news sites with a world-wide coverage, but also include some specialist websites and twenty commercial news providers. The system employs text mining techniques to provide a picture of the present situation in the world as conveyed in the media. These techniques include automatic multilingual categorization, entity extraction, geo-location, quote extraction and sentiment analysis. In addition, an algorithm for detecting breaking news automatically clusters all collected news articles every ten minutes and displays the ten largest
clusters per language by plotting them on a time-by-size graph. It also provides all the necessary hyperlinks to navigate through the clusters and to go to the source for a detailed exploration. Furthermore it applies some deeper semantic information analysis techniques, for example, to automatically detect violent events, derive reported social networks and analyze media impact [6].

EMM creates a searchable full-text index of all articles that flow through the system. For each article, it stores meta-information including title, description, source, category, language, and original URL (Uniform Resource Locator). However, it does not store the original article itself.

At the core of the EMM system is a processing chain of lightweight extensible processes each independently running and chained together using a very basic but reliable in-house developed web service architecture. Articles flow through the processing chain as thin RSS (Really Simple Syndication) items that grow as meta-data gets added at each stage of the processing chain. The first process in this chain is a Scraper. This process periodically checks all web sites of interest and generates a simple RSS feed containing a list of the current items published on the site. The next system in the chain, Grabber, is then notified with the resulting RSS feed. Grabber detects the new articles published and using a text extraction process determines the main content of the new articles. Grabber produces a new RSS feed for each site, containing title, link, description and text for all new articles detected, which is then passed on to the next process in the chain, the automated language detection process. The automatic language detection process uses word frequency tables to automatically detect the language of the RSS content in the title and description. Next the Entity Recognition process detects people and organizations in the article from a home grown information base of entities and organizations which is populated by an automated (offline) entity recognition system [7]. Homonyms are detected and disambiguated using a multilingual, classified geospatial information base of place names, provinces, regions and countries. The disambiguation module also uses the meta-information of previously recognized entities, in order to perform geo-tagging. Then, the classification system works on two levels, first it classifies articles on Boolean combinations of multilingual keywords, second it classifies on Boolean combinations of previously discovered classes and other metadata. A near-duplicate detection system identifies and flags duplicate articles, even if they contain small variations. It uses character trigram feature vectors and performs a simple cosine distance calculation. Finally a tonality module assigns tonality to the RSS item using a similar keyword based approach as the classification system. All of these processes that implement basic information extraction rely on the use of highly efficient finite state machine pattern matchers.

The articles then flow into the Clustering and Story Tracking Cache. Every 10 minutes the last 4 hours of articles are hierarchically clustered in every language individually. Initially each news article is considered to be a cluster, the process is agglomerative and employs average group linkage to determine the distance between the clusters using a simple cosine measure. The clustering process continues until the maximum cosine distance falls below a certain set threshold. The article feature vectors are simple word count vectors, constructed using a simple bag of words approach, with some additional ad-hoc rules like: ignore top 100 frequent words, ignore words of 2 characters. A cluster only remains if it has at least 2 articles that are not duplicates from at least 2 different news stories. The system also tracks the evolution of stories over time. It is represented as the evolution of a news cluster as it grows or shrinks in time.

Several EMM installations have been set-up providing varying thematic focus and user accessibility. The main EMM installation monitors generic news media with little coverage of specialised thematic areas and serves as a general media monitor and demonstrator of EMM capabilities. Its front page – the EMM Newsbrief [8] - provides a user interface to all this information and is visited on a regular basis by some 25 000 users, and gets some 1.5 million hits per day. A snapshot of the EMM website is shown in Figure 2. Other EMM installations are targeted at specific thematic areas and/or customers. For example, MediSys is specialized in medical and health-related topics [9].

3.1 NewsDesk

EMM is a powerful tool for automatically aggregating and analysing open source information from the Internet. However, if the information needs to be disseminated further or fed into an existing information analysis workflow, the generated news stream has to go through a review and selection process carried out by a domain expert. For this purpose, the JRC developed the NewsDesk application (see Figure 3).

NewsDesk allows for manual review and selection of the most relevant articles with an easy-to-use drag-and-drop interface. It also supports the rapid production of newsletters which can be disseminated to interested user groups. The articles selected in NewsDesk including the meta-information extracted by EMM can be posted to existing third-party IT systems, for example, to ingest the information into a back end archive or to publish the selected news on a web portal.

NewsDesk is conceived as a collaborative environment, i.e. users are organised in virtual groups where they can work as a team on the news articles review and newsletter production. It is a web application, which uses RSS feeds as information input – typically generated by EMM. However, it is also possible to ingest feeds from third-party applications. NewsDesk allows users to send notifications via SMS or e-mail; it also integrates an automated notification system to alert personnel on duty during holidays or out of office hours.
Figure 2: Partial view of the EMM Newbrief page showing details of the main functional areas: the graph at the top shows the development of the ten top stories over the last twelve hours; details of the top stories and the links to the related articles are listed below the graph. The top stories are across all thematic areas. The navigation bar on the left provides access to sub pages that filter articles – based on EMM’s classification system – according to thematic or geographic areas of interest. The part of the page that allows filtering the articles according to language is omitted for improved readability.
3.2 Other EMM Tools

Besides NewsBrief web site and NewsDesk moderation tool, the EMM platform provides additional tools including:

- **Category Editor**: ‘Categories’ are a fundamental part of the EMM system, as they allow generating automatic alerts and filters according to thematic or geographic areas of interest, thus significantly reducing the information overload. The Category Editor is a web-based application that enables users to create and maintain the category definitions, which can be based on complex keyword or meta-data combinations. A description of the category mechanism and results for applying it to the medical and health domain is given in [10].

- **Media Impact** is a media analysis tool that, starting from a dataset (typically news articles selected via a search in NewsDesk), allows media analysts to further tag and aggregate articles in order to produce statistics and reports. The primary purpose is to analyse how specific events are reported in the world-wide media and to examine their media impact according to country, media type or other criteria. The tool exploits the meta-information automatically extracted by EMM together with manually added metadata.

- **EMM Mobile Apps** for both iOS and Android platforms addresses the need of a personalized access to the EMM content and functionality. The web site content selection is fully automated and its ergonomics offers a common navigation through the daily news. NewsDesk and Media Impact are meant for human-moderated news selection where final clients receive a product conceived and structured by analysts; EMM Mobile Apps ultimately gives end-users direct control on content selection and visualization in order to render their own view of the daily news [11].

4. Optimizing IAEA’s Open Source Collection Process

The IAEA intends to increase the efficiency of its open source information monitoring process and OSHL production workflow and therefore is interested in using EMM/NewsDesk. IAEA and JRC are engaged in a joint project to evaluate EMM/NewsDesk for IAEA needs and to analyse how the applications can be integrated in the existing IAEA workflows and systems.

The IAEA has a well-established workflow for the open source information collection and SGIM Open Source Highlights production, which is constrained by various boundary conditions including legacy IT systems, confidentiality considerations and time and human resource availability. The IAEA/JRC collaboration on the project aims to analyse EMM/NewsDesk compatibility with respect to i) source coverage ii) interoperability with existing...
IAEA back end IT systems and ii) NewsDesk functionality and compatibility with IAEA workflow. It is anticipated that at a minimum EMM/NewsDesk will be used to process the information sources that IAEA currently monitors manually. Potentially, it can cover the entire workflow including the review of all sources, the production and dissemination of OSHL and back end processing.

The remainder of this section illustrates the issues that have been addressed since the start of the project in order to introduce EMM/NewsDesk to the IAEA workflow and describes the current status of the activities.

4.1 Nuclear Security Media Monitor (NSMM): Extending Source Coverage

The public version of EMM monitors pre-selected websites targeting mainly general news media with little coverage of specialised thematic areas. Typically, important news stories are duplicated across many media sites, thus generating some redundancy in the system. Consequently, the system tolerates a certain degree of undetected articles, meaning that not all relevant articles of all targeted sites need to be retrieved.

The IAEA, however, also needs to monitor a set of specific nuclear safeguards-related websites, including NGOs, blogs and sites of national and international authorities. Hence, IAEA provided a list of more than 140 nuclear-specific websites, which it would like to be added to the EMM source list (hereafter referred to as nuclear websites).

In order to fine-tune EMM to IAEA needs without interfering with the public EMM website, it was decided to set up a separate EMM installation dedicated to the nuclear safeguards and security domain, hereafter referred to as Nuclear Security Media Monitor (NSMM). The types of websites of potential interest to the IAEA and therefore monitored by NSMM include: nuclear-focused news agencies and aggregators; regional, national and local government and intergovernmental organisations whose domain covers nuclear issues; NGOs, academic sources and blogs providing analyses on safeguards-relevant topics; general news sources and aggregators; technical publications on the nuclear fuel cycle, etc. A classification of the sources monitored by NSMM is given in Table 1 and a snapshot of the NSMM NewsBrief page is given in Figure 4.

Some technical challenges still needed to be resolved as the nuclear websites differ from the general news media typically targeted by EMM in several aspects: i) the nuclear websites often publish unique information, thus a high reliability in the detection of new articles is required, ii) the nuclear websites are more static, i.e. the frequency of new articles/reports is much lower and iii) some of the nuclear sites require authentication.
Figure 4: Partial view of the NSMM NewsBrief page. Structure and functionality of the page correspond to the generic EMM NewsBrief page as detailed in Figure 3; however, both the automatically generated top stories and the thematic areas of interest relate to nuclear security and safeguards issues.

Table 1: Classification of sources monitored by NSMM
Considerable effort was made to configure and test the monitoring of the nuclear websites: for each site, the relevant RSS feeds and/or HTML pages were selected and inserted into an EMM configuration file. The monitoring results are validated to ensure that all relevant articles are collected successfully. The maintenance of the nuclear sources is a continuous task: some of the source definitions have been optimized or updated following changes on the site or the source URL and additional sources have been added to the system on IAEA’s request.

### 4.2 Interoperability with Existing IAEA Back End IT Systems

It is important that all information which is selected during the daily review within the EMM/NewsDesk operating environment are permanently transferred to the IAEA back end systems. The efficient archiving of information selected in NewsDesk into a back end system is essential for compatibility with IAEA workflows. As NewsDesk does not directly provide this functionality, the project aims to identify possible mechanisms for transferring the EMM/NewsDesk output (i.e. the list of selected articles including the meta-information) to the IAEA repository.

### 4.3 Testing and Deployment

#### 4.3.1 Pre-launch Coverage Testing

In order to evaluate NSMM/NewsDesk performance with respect to the nuclear sources, several trials were carried out by simultaneous manual monitoring of the websites and review of articles processed in NewsDesk. Search results were then compared in number and relevance to identify the coverage of retrieved articles and required resources. The trials confirmed that the articles collected with the existing tools and workflows, could also be captured with NSMM/NewsDesk and that at a minimum the coverage provided by NewsDesk adequately replicates the coverage from the previous monitoring method.

#### 4.3.2 Phase 1 Launch

After the coverage test results were found to be satisfactory, the IAEA carried out a number of usability tests to assess the efficiency of the new process in comparison with the previous method. Following weeks of intensive usability testing, the NewsDesk application was deployed in Phase 1—utilized for information review and collection. During Phase 1, web sources previously monitored manually or via a website tracker were consolidated into one source stream in the NewsDesk. Certain sources from this set remain outside the NewsDesk and continue to be reviewed manually. The consolidation affected nearly two-thirds of the search effort involved in daily monitoring, and was found to raise the overall efficiency of the GMT.

From 11-29 March 2013 SGIM GMT conducted a usability survey of NewsDesk that documented total articles reviewed, total number of relevant articles selected for review by the SGIM Open Source Highlights editor, and the total amount of search time. In this three week period, the GMT reviewed a total of 5800 documents using NewsDesk, and passed on 236 (roughly 5%) of these to the OSHL editorial team for further review.

Prior to the Phase 1 introduction of the NewsDesk application into daily operations, GMT staff members conducted searches from a set of websites and information repositories, with a collective effort of approximately three staff-hours daily. Consolidating hundreds of sources of varying structure and style into one format in the NewsDesk application that also permits a degree of de-duplication, has streamlined the daily review, reducing the effort to two-staff hours per day. The survey also found that the average length of time required to conduct the review with the help of NewsDesk was approximately one hour¹. This represents approximately a 33% time savings in daily search and collection effort, with no loss in coverage or quality of results (see Table 2).

<table>
<thead>
<tr>
<th>Collection²</th>
<th>Editor review and OSHL Production</th>
<th>Back end processing</th>
<th>Total daily requirements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-NewsDesk launch</td>
<td>3 hours</td>
<td>5-7 hours</td>
<td>1 hour</td>
</tr>
<tr>
<td>NewsDesk Phase 1</td>
<td>2 hours</td>
<td>5-7 hours</td>
<td>1 hour</td>
</tr>
</tbody>
</table>

### 5. Future Developments

After the successful introduction of NSMM/NewsDesk into IAEA’s Open Source monitoring workflow, IAEA’s initial focus is to gain operational experience with the system and to evaluate different possibilities to fully benefit from the NSMM/NewsDesk capabilities. The options that are currently under consideration are listed hereafter.

#### 5.1 NewsDesk for Article Collection and OSHL Production

In the next phases it is foreseen that all sources currently monitored manually should be included in the NewsDesk application, such as news aggregators, internal sources, and subscription-based websites.

In subsequent phases, the project anticipates the use of NewsDesk for the production of Open Source Highlights newsletter, which will be predicated on further integration of the NewsDesk application with SGIM workflow and infrastructure. A critical element of the process is the ability to automate the back end processing of the newsletter

¹ This includes the manual review of select news aggregators, internal websites and subscription-based websites.

² Includes total collection time for all three source streams (see Section 2 above)
information, which is expected to result in additional savings of one to two staff-hours per day.

5.2 NSMM for Real-time Information Awareness

Under the current scope of the project, NSMM is intended as an information source for SGIM Open Source Highlights production. A further step could be the broader distribution and use of the NSMM NewsBrief page within IAEA Safeguards. The nuclear-specific categories which automatically filter the incoming information could be further refined and thus allow the users to access the articles according to areas of interest, such as a geographic region, the different stages of the nuclear fuel cycle, or event types such as illicit trafficking of nuclear material, export control violations or dual-use equipment transfers.

The NSMM could allow an IAEA safeguards inspector or analyst involved in State evaluation to set up filters for their assigned States or facilities to ensure access to relevant open source information on a near real-time continuous basis. This passive continuous monitoring would free up (human) resources that could be re-allocated for tasks requiring more in-depth active searching. A schematic overview of a potential future setup based on NSMM and NewsDesk is illustrated in Figure 5. The user base could also be enlarged beyond SGIM; depending on the selected deployment architecture (e.g. if deployed on JRC servers), the system might even be opened as a public service to the general nuclear security community.

5.3 NSMM/NewsDesk for Country-Specific Monitoring

As well as the daily news monitoring and OSHL production, SGIM analysts also carry out country-specific monitoring and searches, which typically involves monitoring additional national sources and generates more state-specific information. Following the positive experience in the general daily monitoring, SGIM analysts are considering using NSMM/NewsDesk for country-specific monitoring. For initial trials, country-specific ‘targets’ i.e. separate containers where the collected information is located in NewsDesk, will be setup. State-specific daily monitoring using NSMM/NewsDesk has the potential to enhance the effectiveness and efficiency of the continuous monitoring and evaluation of states.

Plans for developing and implementing processes and technologies for the collection, analysis, dissemination and management of open source information within the Department of Safeguards are described in the IAEA’s biennial Development and Implementation Support (D&IS) Programme for Nuclear Verification 2012-2013. The purpose of this programme is to assist the Department of Safeguards meet its short term development objectives and to support the implementation of its verification activities in a manner which is effective, efficient and encourages innovation and excellence. It has been produced in accordance with the Departmental Long-Term Strategic Plan, 2012–2023, the IAEA Medium-Term Strategy, 2012–2017, and the Long-Term R&D Plan, 2012–2023.

In order to support the long-term direction, activities are initiated, continued and/or finalized during the biennium and are structured under the following key objectives: 1. Optimize information utilization, 2. Expand and Diversify Sources and 3. Enhance Information Evaluation and Analysis. Funding for most of the described D&IS activities is foreseen to be provided by Member State Support Programmes (MSSP) which will continue to play a major role in achieving the stated project objectives. By facilitating the use of EMM and NewsDesk to the IAEA, the JRC continues to support the first key objective, enhancing information collection by introducing new data collection methodologies which is contributing to streamlining open source information handling within the Department of Safeguards [12].
6. Conclusions

The IAEA possesses robust open source capabilities. However, the growing volume of information and variety in the number of available sources has made it imperative for the IAEA to continue to increase the effectiveness and efficiency of its collection, analysis, and dissemination processes. A clear priority for the Department of Safeguards is to streamline the acquisition and analysis of open source information and move away from the current labour intensive information collection/newsletter production process to a more efficient system.

NSMM/NewsDesk is a powerful tool developed by JRC for automatically aggregating and analysing open source information from the internet focusing on the nuclear security and safeguards domain. After extensive testing showed that utilizing NSMM/NewsDesk improves the efficiency of IAEA’s open source collection process, the IAEA has started using the system in its daily workflow. Currently, the IAEA is gaining operational experience with the system and intends to further integrate NSMM/NewsDesk into IAEA’s workflow in order to fully exploit the system capabilities.

As safeguards implementation evolves to make better use of all safeguards relevant information available to the IAEA new effective and efficient approaches for open source information collection and analysis are required [13]. The utilisation of tools such as NSMM/NewsDesk together is one example of how new technologies and tools can support this process.
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Abstract:

ESARDA’s New Approaches/Novel Technologies Working group has recently begun to take a great interest in technology for use in arms control verification, in parallel with a focus on Nuclear Safeguards technology. A topic-based meeting of members of the NA/NT Subgroup was hosted at Joint Research Centre (JRC), ITU-Nuclear Security Unit in Ispra (Italy), to further explore the technical issues and opportunities presented by the need for new approaches and technologies in a future verified nuclear weapons dismantlement regime.

Nuclear warheads must contain radioactive material and, by their nature, gamma rays and neutrons are likely to penetrate to the outside of the warhead casing and even metal containers. Therefore radiation signatures should be detectable by appropriate pieces of equipment. For this reason, researchers in the field of technical verification of nuclear warhead dismantlement have studied and developed technologies for Non-Destructive Assay (NDA).

This paper presents a generic dismantlement pathway for verified nuclear warhead dismantlement, based on the scenario employed by the UK-Norway initiative for their exercise in 2008/9. Using this as a framework the types of measurement challenge likely to be presented to a verifying inspector are discussed. The problem of intrusiveness of measurements in relation to the issue of proliferative release of classified information about the warhead attributes is discussed and the concept of ‘information barriers’ is introduced as a possible solution to this issue.

A list of candidate technologies for use in verification activities, with or without information barriers is then presented and, since most of these are new or novel approaches to the issue, an already-established system for classifying them – in terms of state of development and complexity of use in this context – is presented. Finally, the concept of capturing this information as a library of ‘datasheets’, designed for periodic review as development proceeds, is presented.

Keywords: nuclear; weapons; disarmament; verification; technology; NDA; datasheets

1. Introduction

Within the ESARDA family, arms control applications and the common ground shared with safeguards has always been on the agenda. For instance the Working Group on Verification Technologies and Methods, the DA Working Group and the NDA Working Group, have long had an eye on nuclear weapons issues as well as civil material safeguards technology.

A newer Working Group (New Approaches/Novel Technologies) has recently begun to take a great interest in this subject, in parallel with a focus on Nuclear Safeguards technology. A topic-based meeting of members of the NA/NT Subgroup was hosted at the Joint Research Centre (JRC), ITU-Nuclear Security Unit in Ispra (Italy), to further explore the technical issues and opportunities presented by the need for new approaches and technologies in a future verified nuclear weapons dismantlement regime.

One of the outputs of that meeting was that the NA/NT focus group on nuclear disarmament verification technologies, would develop a structure for further consideration of technology R&D requirements - in such a way that the items of interest could be categorized, for example in the following way:

1. Constraints on technology and deployment in real situations
2. Fissile material attribute measurements
3. Fissile material template measurements
4. Quality assurance of the measurements and analysis
5. Warhead dismantlement assurance
6. Information barriers
7. Information security scenarios
8. “Spoofing” detection
9. Sampling of non-fissile materials as ‘signatures’.
Part of developing a structure for further work is first to understand what warhead dismantlement is like and what the challenges are. While historically there is a significant body of work on these issues, the following sections describe the scenarios and challenges generally.

2. The role of technology in verifying nuclear disarmament

In a future nuclear disarmament activity, under a treaty or other agreement, the deployment of inspectors to witness nuclear warhead dismantlement is likely to be the principal, and most effective, approach to verification.

But nuclear warheads and components are a special class of object. Because the design of a nuclear weapon is information which, if passed on to a non-nuclear-weapon state would be proliferative, it is highly unlikely that any person attempting to verify its presence or identity would be allowed to view any of its design details.

There may be exceptions, where the visual appearance of the outer shell of a warhead, viewed from a minimum distance, could be classified as non-proliferative. However, actual measurements of such features as dimensions and weight will probably always be classified.

During the process of dismantlement, where parts of the warhead are being removed and the inner components revealed, the situation would be even more problematic. This is because the appearance of internal structures would be even more sensitive and potentially proliferative if revealed. Thus, the likelihood of an inspector witnessing dismantlement procedures or having eye contact with any of the components emerging from dismantlement is, at this date, vanishingly small.

2.1 Non-destructive assay

There is a saving grace, however, and that is that all nuclear warheads must contain radioactive material. What

that means is that ionising radiation is constantly being emitted from the radioactive components inside the warhead.

By the nature of them, gamma rays and neutrons, if emitted, are likely to penetrate to the outside of the warhead casing and even metal containers containing the warhead for transport and storage. Therefore radiation ‘signatures’ may be detectable by appropriate pieces of detection equipment. For this reason, researchers in the field of technical verification of nuclear warhead dismantlement have studied and developed technologies for Non-Destructive Assay (NDA). This has centred on the radiometric measurement of gamma rays and neutrons, which will be discussed more fully later in this paper.

3. Nuclear warhead dismantlement processes

Although most nuclear weapons appear follow the same general principles, in that nuclear yield is achieved by compressing fissile material to prompt criticality, diversity in design appears to apply across the world’s various nuclear-armed states.

Given the many types and sizes in which nuclear weapons come, dismantlement processes are likely to be varied. Despite that, some generic processes must be common to all such dismantlement activities and an attempt will be made here to define a generic overall process, with a view to verification.

3.1 Removal from deployment

First, a nuclear warhead must be removed from its deployed location (e.g. on a missile, in a heavy bomber aircraft, in storage at a bomber base, or on board a naval vessel) and transported, perhaps via an interim storage location, to the facility at which it will be dismantled.

It is possible (though currently thought to be unlikely) that an inspector could be allowed to make some kind of measurement of radiation emissions from the warhead at the deployment site. However, they may be allowed to apply a tamper-indicating device (TID) or other ‘unique identifier’ to the outer warhead casing at this stage. Or they might be allowed to do both.

We note that this is the location at which the NEWSTART treaty between the US and Russia, provides for some verification activities.

3.2 Receipt at the dismantlement facility

The area receiving the warhead at the generic, future dismantlement facility would be the next key location in the chain. This, realistically, might be the area where an inspector is first allowed to interact with a warhead ready for

7. Clift D, Elibahtimy H, and Persbo A; Verifying warhead Dismantlement, Past, present, future, VERTIC Research Report, Number 9, September 2010, (includes a detailed account of the UK-Norway Initiative activities from 2005 to 2010).
dismantlement, though the warhead might well be inside a container at the time.

Again, some sort of measurement might be allowed here, and application of a tamper-indicating device (TID) or checking of a previously-applied TID might be allowed at this point.

3.3 Dismantlement

As far as can be judged, the disassembly of nuclear warheads seems to be a de-construction process, where components are unfastened using simple tooling, rather than a violent process using power tools and cutting equipment to destroy the structure.

The arrangement of nuclear materials and high explosives and associated firing devices at the heart of a nuclear warhead tend to be collectively referred to as a weapon’s ‘physics package’. To remove the fissile components from a nuclear warhead, it seems inevitable that the physics package would first have to be exposed by the removal of outer casings and ancillaries. As far as can be judged, every type of removed component would be separately packaged before it emerged from the dismantlement workshop. This was the model followed by the UK-Norway Initiative exercise in 2008/200910.

According to the US Department of Energy, nuclear warhead ‘dismantlement’ refers essentially to the separation of a weapon’s explosive components from its fissile material components.

3.4 Disassembly of the nuclear physics package

Considering the stage at which the conventional explosives must be removed and separated from the fissile material part of the warhead. It is not at all clear that any access to this process would ever be possible for verification inspectors. For this reason it may be necessary to find a way of maintaining ‘continuity of knowledge’ of the treaty-accountable item, or items, while they are inside the dismantlement processing area. Other than the confidence-building measure of inspection of the empty workshop before and after the dismantlement, the author is not yet aware of any satisfactory proposal of how this can be done.

After disassembly of the physics package is complete, its various components are likely to be packaged in dedicated, specially-designed containers, then stored or processed further, as appropriate to the future plans of the owner state.

Were the dismantlement to be a verified one, the alternative end points shown on Figure 1 would be monitored, subject to negotiation and agreement between treaty partner(s). These end points are theorised here, based on publications over the last 20 years which have suggested these main possible end-points for fissile materials removed from nuclear warheads.

3.5 Post-dismantlement fissile component pathways

Figure 1 shows generic possible pathways that the fissile components might follow, ending in four possible main states:

1. Components stored whole in a long-term store;
2. Components shape-destroyed and stored long-term;
3. Components processed into fissile material and stored long-term;

For one end-option on this diagram — the processing of fissile components into fissile material — there might also be further stages, leading to IAEA Safeguards, such as emerging fissile material, being blended with other fissile material (not from the declared weapon) stored long term, then possibly transferred to safeguards. Again, depending upon the treaty negotiations and outcomes, any one of these options might involve a jointly-monitored store, where the owner state and other parties to a treaty would have joint custody and monitoring rights to the store and its systems11. The setting up and equipping of such a joint-ly-trusted facility might take some years to realise. In the case of civilian fissile materials however, there are of course many jointly-monitored systems in operation for reactor-associated material, under Safeguards.


11 A jointly-monitored store could include joint monitoring by a State and the IAEA, for which there is a precedent, in the Republic of South Africa.
4. Challenges for Non-Destructive Assay technologies

What really matters, as far as the operators of NDA systems are concerned, is what they are presented with and what they are being asked to measure. The latter will be determined by what declaration has been obtained by negotiators – because it will probably be necessary, as a minimum, to verify the declaration. The key factors in these measurement challenges are likely to be:

(i) For ‘passive techniques’: how much radiation or heat signature is being emitted and what does it have to pass through before reaching the detector itself? We note that the amount of attenuating material in a warhead is likely to be significantly more than that encountered in Safeguards-type NDA measurements of fissile material in cans. This means that low-energy gamma rays, for instance, may not be detected at all.

(ii) For ‘active’ techniques: What is the nature of the whole presented object and its container and can an active technique feasibly (and safely) stimulate an emission signature that will be interpretable?

The following is a list of the possible presented object scenarios:

- Warheads in/on delivery systems;
- Complete warheads in multiple containers removed from road or rail vehicles;
- Complete warheads in innermost storage containers;
- Bare complete warheads (i.e. the re-entry body or outer casing is visible);
- Bare physics packages;
- Fissile components in single shell process containers;
- Fissile components in multiple (i.e. Russian doll) storage or transport containers
- Shape-destroyed fissile components in containers;
- Weapons-derived fissile material in process or storage containers (possibly blended with other fissile-containing material);
- Weapons-derived fissile material; possibly blended with other fissile-containing material; in multiple (i.e. Russian doll) containers.

5. The problem of intrusiveness

The release to inspectors of any design information about the nuclear warheads or components involved in a verified dismantlement regime would only be possible and legal if the inspector party were themselves from NPT Nuclear Weapons States. Even then, it may be that national security requirements of the dismantling State would require that no information of this sort were released.

So how can an inspector from a Non-Nuclear-Weapons State verify that a nuclear weapon is being dismantled if
he/she is not allowed to know the identifying characteristics or attributes of that weapon?

Several of the technologies appearing in Table 1 below will have the potential to reveal design information. In fact the Inspector does not really require to know this sort of information at all. What he/she is being asked to verify is ‘is this a: nuclear warhead, nuclear component, nuclear material etc. - of the type declared, yes or no?’

So, the inspector essentially needs decisional information that will allow them to conclude yes or no, (with some measure of confidence). They also need to minimise the chance that they will later be shown to have been wrong. This being so, a mechanised way of getting that decisional data to the inspector directly, without the inspector having access to numerical data, can be devised. Potentially, this is what an ‘Information Barrier’ can do.

5.1 Information Barriers

An information barrier in this context should contain within itself the mechanism to consider the data it collects, compare it to the declared data (or data threshold) and then to output a logical result—which contains no proliferative information, it is just a ‘yes’ or a ‘no’. This can then be used directly by the inspector to make a decisional statement to their superiors and thence to the rest of the world.

The devil in the detail however, comes down to the following:

– Is the information barrier system collecting and processing appropriate data, directly related to attributes of concern (such as the mass of a specific radioisotope present) and comparing it to a sufficient and appropriate declaration to make the verification decision valid?
– Is the information barrier receiving the true input data from the object in question?
– Is the information barrier and all its inner workings exactly what both parties believe it to be (authentication)?
– Has the information barrier been isolated from any possible tampering?

5.2 Types of information barrier in existence

There appear to be several types of information barrier system currently in operation or under consideration in the nuclear field. For warhead dismantlement verification, the main types discussed are:

Multiple technology analysis systems, which internally handle classified attribute-derived data, such as high-resolution spectra and/or multiplicity numbers; all physically isolated from the outer world by a robust, tamper-proof cabinet with just an output line for red or green lights.

Simplified systems, which look at only limited pieces of data and which make their yes/no decisions on the basis of an agreed threshold match to a pre-agreed criterion—this criterion being directly-related to an important attribute (such as Pu-239:Pu-240 isotope ratio). An example of this is the prototype information barrier developed by the UK-Norway initiative over the last four years.

Template systems, which are essentially black box devices that collect an array of data being emitted from the object in question, and store it securely, but are then only asked subsequently whether a match has been achieved to the template data in a later situation.

The following sections deal with novel and emerging technologies per se and do not consider the ways in which they could be interfaced with an information barrier. That remains outside the scope of this paper.

6. Non-Destructive Assay technologies for nuclear warhead dismantlement verification

In this specific area, the ESARDA NA/NT Sub-Group has collected together a list of emerging technologies with potential use for disarmament verification inspectors, who will have to deal with the classified objects, and containerised components described in earlier sections of this paper. The following table is a list of non-destructive assay technologies that the author is aware of, either because they are being worked on now as possible tools for future verification, or because they appear as development ideas in the historical literature from START-3 preparation or from US-Soviet-IAEA Trilateral Initiative days 12,13. The techniques are grouped by the type of radiation detection they use. Finally, some examples which are non-radiometric are included.

As an attempt to capture what is known, by whom, and at what stage of development some of these technologies sit, the development of a collection of Data Sheets has begun. A prototype example of one such datasheet appears in the information box below, illustrating the important items of information such a datasheet should hold. This boils down to a description; an indication of the personnel involved who can supply more details; assessments of the maturity of development as applied to the problem of warhead dismantlement verification; and the complexity of operation required to achieve useable results.

The datasheets initiative was another topic discussed at the 2012 special meeting of members of the NA/NT Working Group and other parties concerned with nuclear weapons dismantlement verification, at JRC Ispra.

It is proposed that the Data Sheets, once developed under a funded work-stream, could be held on behalf of the NA/NT Subgroup, subject to on-going maintenance and updating. They will thus constitute an information resource, or knowledge library, specifically for newer technologies as applied to nuclear disarmament verification.

<table>
<thead>
<tr>
<th>Table 1: NDA technologies for consideration</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Passive techniques using gamma emission detection</strong></td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
<tr>
<td><strong>Passive techniques using neutron emission detection</strong></td>
</tr>
<tr>
<td>7</td>
</tr>
<tr>
<td>8</td>
</tr>
<tr>
<td>9</td>
</tr>
<tr>
<td>10</td>
</tr>
<tr>
<td>11</td>
</tr>
<tr>
<td>12</td>
</tr>
<tr>
<td>13</td>
</tr>
<tr>
<td><strong>Passive techniques using two or more types of radiation measurement</strong></td>
</tr>
<tr>
<td>14</td>
</tr>
<tr>
<td>15</td>
</tr>
<tr>
<td><strong>Techniques using ‘active’ irradiation of the presented object</strong></td>
</tr>
<tr>
<td>16</td>
</tr>
<tr>
<td>17</td>
</tr>
<tr>
<td>18</td>
</tr>
<tr>
<td><strong>Techniques using sample collection from facility environments</strong></td>
</tr>
<tr>
<td>19</td>
</tr>
<tr>
<td>20</td>
</tr>
<tr>
<td><strong>Techniques not employing measurement of ionising radiation from the warhead/component</strong></td>
</tr>
<tr>
<td>21</td>
</tr>
<tr>
<td>22</td>
</tr>
<tr>
<td>23</td>
</tr>
<tr>
<td>24</td>
</tr>
</tbody>
</table>
DATA SHEET EXAMPLE - Quantum Calorimeter Gamma Ray Detector for verification measurements

1. Illustration of the System

1. A Brief Description

This claims to be a higher resolution gamma-ray spectrometer than any yet available, based on quantum calorimeters, aimed at better nuclear safeguards measurements. The authors specifically suggest that the most promising applications include passive, non-destructive assay of nuclear materials such as plutonium isotopic mixtures and spent uranium fuel assemblies (as well as precise determination of the Lamb shift in heavy hydrogen-like atoms). Small, transition-edge thermometers, made of Mo/Cu superconductor crystals, cryogenically-cooled, represent the sensitive volume. Instead of electrical pulses analysed by a Pulse height Analyser and then displayed as No. of pulses in a series of energy bins (as in conventional High Resolution Gamma Spectrometry) this approach uses temperature pulses in the sensitive volume to derive the gamma ray energy spectrum. It is proposed by the developers that an array of these sensitive volumes will be constructed, towards achieving a workable spectrometer.

This is a multi-collaborator project, involving US university and National Laboratory input and has been supported by the US Department of Energy’s NNSA organisation, amongst others.

2. Technology Readiness Level = {3}

3. Complexity of Operation Level = {Inventor}

4. Who is developing this technology (give key references)?: Barry L. Zink, Dept. of Physics & Astronomy, University of Denver. Collaborators: NIST, LANL, DOE/NNSA.


5. Discussion of data interpretation – is modelling required?

Not known, but likely to be amenable to the same modelling approaches as conventional HRGS.

6. Is it available to buy and how much would the technology cost to obtain?

Only one manufacturer: the inventor/developer. Cost unknown.

7. Other known fields of application?

Proposed for non-proliferation work. Also, according to the developers: This technology yields a higher resolution gamma-ray detector than before, offering reduced peak overlaps, better peak-to-background ratios, more accurate measurements of age & enrichment of uranium, more accurate measurements of plutonium isotopic mixes, and better determination of mass of plutonium in spent uranium fuel.

8. Is it possible to certify this technology (i.e. for use in radiation or explosives areas?)

This system should be deployable directly for safeguards applications, once developed further. It is a cryogenically operated system, so liquid nitrogen coolant is required.

As it is similar to conventional HRGS, but more accurate and sensitive, it would undoubtedly require an information barrier in a nuclear arms control treaty scenario. However, the same information barrier could potentially be used for this as for conventional HRGS.

7. Conclusion

A variety of relevant technologies exist, many available commercially. A considerable amount of work has also been completed in the development of scientific models, and software, for the interpretation of measurements made with these instruments.

However, in the special case of nuclear warheads and their components, the level of detail that would be revealed by these techniques would also, if revealed to a NNWS inspector, constitute a breach of Articles One and Two of the Nuclear Non-Proliferation Treaty. The challenge remains to devise information barriers that are sufficiently well-designed to bridge this gap.

There is also a requirement that the technologies themselves are fit for the purpose. In the context of nuclear warhead dismantlement verification, this will mean there are physical limits on use, such as time constraints and personnel limits. Thus, it is important to understand what level of expertise is required to effectively operate NDA equipment and the time needed to obtain useful results. To try to accommodate the requirements of prospective users and developers, it is proposed that a series of data sheets be prepared by the NA/NT WG and held as updatable items of information, a knowledge library specifically for newer technologies as applied to nuclear disarmament verification. Each of these datasheets will include an assessed Technology Readiness Level (TRL) and Complexity of Operation Level (COL) as described in Appendix A and Appendix B.
Appendix A, NASA Technology Readiness Levels

In the research and development world, all new technologies must pass through a number of stages before they are accepted as a viable tool. At NASA these stages have been formalised and called ‘technology readiness levels’, or TRLs. Each TRL represents the evolution of an idea from a thought, perhaps written on the back of an envelope, to the full deployment of a product in the marketplace.

Various modified scales have been developed; by the US DoD, DOE and by ESA, but here we will use the current-day NASA approach. The figure below is a schematic of the NASA TRL scale.

<table>
<thead>
<tr>
<th>Technology Readiness Level</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Basic principles observed and reported</td>
<td>This is the lowest “level” of technology maturation. At this level, scientific research begins to be translated into applied research and development. Once basic physical principles are observed, then at the next level of maturation, practical applications of those characteristics can be ‘invented’ or identified. At this level, the application is still speculative: there is not experimental proof or detailed analysis to support the conjecture. At this step in the maturation process, active research and development (R&amp;D) is initiated. This must include both analytical studies to set the technology into an appropriate context and laboratory-based studies to physically validate that the analytical predictions are correct. These studies and experiments should constitute “proof-of-concept” validation of the applications/concepts formulated at TRL 2. Following successful “proof-of-concept” work, basic technological elements must be integrated to establish that the “pieces” will work together to achieve concept-enabling levels of performance for a component and/or breadboard. This validation must be devised to support the concept that was formulated earlier, and should also be consistent with the requirements of potential system applications. The validation is “low-fidelity” compared to the eventual system: it could be composed of ad hoc discrete components in a laboratory.</td>
</tr>
<tr>
<td>2. Technology concept and/or application formulated</td>
<td></td>
</tr>
<tr>
<td>3. Analytical and experimental critical function and/or characteristic proof of concept</td>
<td></td>
</tr>
<tr>
<td>4. Component and/or breadboard validation in laboratory environment</td>
<td></td>
</tr>
</tbody>
</table>

14 http://esto.nasa.gov/files/trl_definitions.pdf, for the definition of Technology Readiness Levels.
5. Component and/or breadboard validation in relevant environment

At this level, the fidelity of the component and/or breadboard being tested has to increase significantly. The basic technological elements must be integrated with reasonably realistic supporting elements so that the total applications (component-level, sub-system level, or system-level) can be tested in a ‘simulated’ or somewhat realistic environment.

6. System/subsystem model or prototype demonstration in a relevant environment (ground or space)

A major step in the level of fidelity of the technology demonstration follows the completion of TRL 5. At TRL 6, a representative model or prototype system or system - which would go well beyond ad hoc, ‘patch-cord’ or discrete component level breadboarding - would be tested in a relevant environment. At this level, if the only ‘relevant environment’ is the environment of space, then the model/prototype must be demonstrated in space.

7. System prototype demonstration in a space environment

TRL 7 is a significant step beyond TRL 6, requiring an actual system prototype demonstration in a space environment. The prototype should be near or at the scale of the planned operational system and the demonstration must take place in space.

8. Actual system completed and ‘flight qualified’ through test and demonstration (ground or space)

In almost all cases, this level is the end of true ‘system development’ for most technology elements. This might include integration of new technology into an existing system.

9. Actual system ‘flight proven’ through successful mission operations

In almost all cases, the end of last ‘bug fixing’ aspects of true ‘system development’. This might include integration of new technology into an existing system. This TRL does not include planned product improvement of on-going or reusable systems.

### Appendix B, Complexity of Operation Level (COL) - i.e. the level of expertise required

In order to judge the practicability of a system, specifically for arms control applications, where the deployment scenario would be somewhat restricted, a proposed additional classification, to accompany the TRL, is proposed. In the absence of anything else, the author proposes a simple descriptive classification, as follows:

**INVENTOR** = Only the inventor or his/her immediate team can make the system work for appropriate measurements. Several days of setup and calibration may be required prior to measurement.

**SPECIALIST** = A small group of post-graduate scientists with relevant experience, training and telephone “reach-back” can follow manual instructions and get useful results in a few days.

**TECHNICAL** = A small group of graduate scientists can, with a manual and technician support, achieve useful results in a day or two.

**LAYMAN** = A single, competent lay person with minimal training can push a button and retrieve useful results on a first try, and consistently thereafter for the length of a measurement campaign.
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1. Nuclear Arms Reduction Treaties

Most treaty monitoring situations can be reduced to two requirements, one for the owner of the nuclear material or item (the host) and one for the organization confirming the treaty declarations (the monitor):

- The host party makes a declaration concerning a treaty-limited item (or TLI) and/or its disposition to the monitoring party.
- The monitoring party must confirm this declaration without observing any sensitive information. By sensitive information, we mean classified information that the two parties do not intend to share.

The crux of this treaty-monitoring measurement challenge lies with the phrase “without observing any sensitive information.” Traditional nondestructive assay techniques, based on gamma-ray detection, neutron detection, or calorimetry, are widely and successfully used in numerous scenarios (e.g., waste assay and spent fuel monitoring) that do not involve classified information. [1]

Nuclear arms reduction treaties in force today are generally based on counting or limiting the number of delivery vehicles. [2] The use of radiation detection in the verification of these treaties is limited to confirming that items are not weapons — lack of radiation levels above background is taken as evidence that an item is not a nuclear weapon. However, it is possible that future monitoring regimes will include warhead confirmation and/or confirmation that warheads have been dismantled (monitored dismantlement). In both cases, it is necessary to confirm that a declared TLI is indeed a warhead. In the remainder of this paper, we address some of the issues surrounding warhead confirmation in a monitored dismantlement scenario.

The host party must trust the measurement system — the process of host trust-building is termed certification. One aspect of certification is that the host must trust that the measurement will not reveal sensitive information. The certification challenges associated with allowing a monitor to confirm that an item is a warhead are much more complex than those associated with confirming that an item is not a warhead. In particular, warhead confirmation potentially includes declaring characteristics of sensitive nuclear items and performing radiation measurements on these items, both of which could reveal sensitive information.

Similarly, the monitoring party is responsible for all steps required to build monitoring party confidence in the measurement system and its use within the monitoring regime; this process is generally termed authentication. The constraints imposed on the monitoring party by the need for simultaneous certification make it more difficult for the monitoring party to maintain confidence in the monitoring regime and its results.

Although many of the specific examples in the remainder of this paper refer to the monitored dismantlement scenario, the concepts, and in particular the measurement concepts, apply more generally to treaties involving warhead...
In sections 2 and 3, we will review dismantlement and measurement concepts while in section 4 we move on to a discussion of the timing of confirmation measurements.

2. Dismantlement Treaty Verification

As noted above, verification of arms control treaties generally involves confirmation that TLIs meet the declarations and/or confirmation that the TLIs have been disposed of as declared. Within a monitored warhead dismantlement treaty, these two confirmation steps are known as warhead confirmation and dismantlement confirmation.

For the purposes of this discussion, dismantlement of a nuclear weapon is defined as the separation of fissile material (FM) from high explosive (HE). Given this definition, dismantlement confirmation can be achieved by demonstrating (1) FM presence as well as the absence of HE in the declared FM container and (2) absence of FM in the dismantlement area and other containers. If HE were tracked, similar confidence could be achieved by confirming presence of HE as well as the absence of FM in the declared HE container and no HE elsewhere — however, “no HE elsewhere” is very difficult to confirm practically. It is easier to detect and track undeclared FM in containers and large areas. Dismantlement confirmation, regardless of method, obviously must occur “post-dismantlement.”

As described above, a combination of presence and absence measurements can be used to confirm that a nuclear item has been dismantled. Confirming that a declared item is a nuclear warhead is the more difficult of the two confirmation challenges. As shown in Figure 1, there are four points at which confirmation measurements might be performed on a declared warhead: (1) upon entering the monitoring regime, (2) somewhere within the regime where chain of custody (CoC) of the declared item has been maintained, (3) immediately before dismantlement, or (4) immediately after dismantlement. We will discuss each of the options for when to perform warhead confirmation measurements and the influence of other aspects of the monitoring regime (such as the requirement to maintain CoC) on these timing choices (and vice-versa). Warhead confirmation measurements are important not only to confirm that the item being monitored is indeed a warhead, but also to confirm that the item that is dismantled was indeed a warhead.

3. Confirmatory Measurements

We have identified three primary methods to warhead confirmation. These are:

- **Attribute measurements**: Are the characteristics of the declared item consistent with it being a warhead?
- **Template comparison**: Is the item consistent with other items known or believed to be warheads?
- **Provenance**: Has the item undergone movements or come from a location consistent with being a warhead?

The first two methods are measurement-based and are described in detail below. The third approach is to use the provenance of the item as evidence that it is a warhead, and to maintain CoC of the item throughout the remainder of the monitoring regime. Even if any particular one of these methods produces relatively low assurance, all three can be used in combination to increase monitor confidence. The host’s definition of “sensitive information” limits all three techniques, but each is limited in a different way.

In this paper, we focus on measurement methods (both attribute and template) and mention provenance only in passing, even though provenance may be an important source of confidence and can be used in conjunction with the warhead confirmation measurements discussed here. [3]

3.1 Information Barriers

Confirmatory measurements often involve the collection of sensitive data. In order to maintain certification, the measurement system must report the non-sensitive results, while simultaneously protecting any intermediate data required for the measurements. A key component of these confirmation measurement systems is the...
information barrier or IB. [4] The IB is a series of controls that ensures that no sensitive information is released during a measurement and, simultaneously, that the monitoring party is able to independently confirm the host’s declaration concerning the measured TLI.

A conceptual drawing of a generic certifiable measurement system incorporating an IB is shown in Figure 2. In practice, the IB would not be the single shell shown below — a practical IB includes layers of hardware, software, and procedural protection to provide a barrier system that, as a whole, are fault resistant and the components of which are fault tolerant.

Figure 2: Schematic representation of an information barrier (IB) for a generic measurement system. All potentially sensitive information (contained in parts of the system shown in red) is contained within the IB (blue) while the monitors (green) are outside of the IB. In an attribute measurement system the IB prevents the release of any information other than the attribute results. In a template comparison system, the IB prevents the release of any information other than positive or negative results of a successful comparison.

Unfortunately, the same IB system that excels at protecting the host party’s sensitive information also excels at “protecting” the monitoring party from any information that could be used to confirm the host party’s declaration. Attribute measurement (discussed in section 3.2) and template comparison (discussed in section 3.3) are both ways of presenting useful non-sensitive results based on potentially sensitive data.

3.2 Attribute Measurement

One approach to confirming that an item is consistent with a warhead with a carefully controlled release of information about the TLI is to use an attribute measurement system or AMS. [5] Attribute measurement, as defined here, results in a non-sensitive indication of potentially sensitive measurement results. Potentially sensitive data can be made into a non-sensitive display by comparing the data with a mutually-agreed threshold, i.e., the display represents “quantity above threshold.” Potential attributes displays include:

- the presence of nuclear material,
- having a nuclear material mass above a threshold,
- having a plutonium isotopic ratio below a threshold, or
- having a uranium enrichment above a threshold.

In any fielded implementation of an AMS, the host and monitoring parties would agree on the attributes to be measured (as well as the details of the AMS itself). The confidence generated by an AMS is only as high as the confidence that the chosen attributes uniquely define a warhead. The choice of attributes is very important — not only must the attribute display be non-sensitive, but the reason for choosing that attribute must also be non-sensitive. Thus, negotiated attributes are often bounded by sensitivity concerns and may not be capable of providing a high level of confidence in warhead identity.

A number of AMSs have been built and demonstrated for international audiences in the last 15 years. Three significant examples are:

- **Trilateral Initiative Demonstration system** – Designed and built in the U.S.; this system measured three attributes, was demonstrated for IAEA and Russian representatives, and focused on information barrier capability. [6]
- **Fissile Material Transparency Technology Demonstration (FMTTD)** – Designed and built in the U.S.; this AMS measured six attributes; was demonstrated to Russian and U.S. government representatives, and focused on certification and information security. This is the only AMS demonstration where a classified weapon component was measured in front of an uncleared audience. [7]
- **Attribute Verification system for Neutrons and Gammas (AVNG)** – This triilaterally designed (VNIIEF, IAEA, and LANL/LLNL) designed AMS was jointly developed by VNIIEF, LANL, and LLNL and built in Russia. The AVNG measured three attributes, was demonstrated for a U.S. audience, and focused on Russian certification. [8]

An AMS performs independent measurements on each item. Thus, the confirmation (or lack thereof) of each declared item is completely independent of measurements on other items. Since each measurement stands alone, no long-term storage of potentially classified information
is required. As long as the same attributes are declared in each case, the measurement system can be used with several types of TLI or the same TLI in different containers. Finally, there can be a good match between the declared characteristics of the TLI and what is actually measured.

3.3 Template Comparison

Another approach to the challenge of generating monitor confidence is to use template matching. In this case, a potentially sensitive signature [typically (but not exclusively) a radiation signature] from a declared TLI is compared with a similar signature from an item known to be a TLI. This comparison can generate a high level of confidence that two items are identical or that a given item is unchanged. Since the template and individual results are not shown to the monitoring party, the template itself may (but is not required to — see for example ref. [9]) contain sensitive information.

Several template-matching demonstrations occurred over the same 15-year time frame as the AMS development discussed above. Of note are:

- **Trusted Radiation Identification System (TRIS)** was a U.S.-developed system designed to provide a means to use low-resolution gamma-ray spectral measurements from sodium iodide (NaI) detectors to confirm the identity of declared material. TRIS compares the radiation signature of an inspected item with a known standard for a weapon or component of the same type. [10]

- A **template-matching demonstration** with classified canned subassemblies in containers was held in the U.S. in 1999. In this demonstration reference signatures were acquired for two containers with different items with the Russian delegation present. The signature was obtained for a third item in the third container and it was shown to match one of the reference signatures. This comparison was displayed on the computer screen for viewing by a Russian delegation with the ordinate scrambled. (As with the FMTTD, this demonstration required host certification.)

- A similar **template-matching demonstration** was performed with three classified plutonium metal parts in containers at VNIEF for a US delegation with the same display of the ratio of signatures with the ordinate scrambled. (As with AVNG, this demonstration required Russian certification.)

In a template comparison, two items can be compared without ever releasing the template itself. The major advantage of this is that a template can incorporate a broad range of potentially sensitive radiation signatures (or other item features) and can result in high confidence that two items are nominally identical. However, template comparisons may require long-term jointly controlled storage of sensitive information.

Since template comparison can result in high confidence that two items are identical, templates have a large potential role in maintaining CoC. [11] However, for the purpose of warhead confirmation, confidence in a template-based confirmation is only as high as confidence that the comparison item is legitimate. In addition, whereas attribute measurements result in independent confidence levels for each warhead, template comparisons result in correlated confidence levels for each item. Confidence (or lack thereof) in the legitimacy of the comparison copy automatically transfers to the level of confidence in the accuracy of warhead confirmation for an entire series of items.

4. Timing of Warhead Confirmation Measurements

As illustrated in Figure 1, warhead confirmatory measurement can be performed at four different times within the dismantlement process. As described below, each of these times has specific advantages and disadvantages from the monitoring party’s point of view. The different approaches to warhead confirmation (templates, attributes, provenancing or a combination thereof) offer different levels of authentication confidence at different times; thus, the details of a warhead confirmation measurement will influence optimum timing of that measurement.

The timing of a confirmation measurement can also result in a trade-off between measurement complexity and the complexity of maintaining CoC. The availability of CoC tools and item provenance must be taken into account when determining the optimum times to perform warhead confirmation measurements. CoC can be maintained during storage and transportation using a combination of visual observation and tags and seals. Maintaining CoC throughout the dismantlement process requires more elaborate measures such as the “room within a room” discussed in another paper at this conference. [12]

4.1 Pre-dismantlement – Entry into Monitoring Regime

We define entry into the monitoring regime as the time when the monitoring party has the option to begin maintaining CoC on the item. We do not assume that warhead confirmation measurements are necessary to “initialize” an item into the monitoring regime but that this entry time is one potential time to perform confirmation measurements. Confirmation measurements could be based on attribute measurement or template comparison or both.

Performing confirmation measurements upon entry into the monitoring regime provides the monitor with immediate confidence that an item is consistent with the host’s declaration. Otherwise, an item may be present (and
Confirmation made upon entry into the regime has the strongest tie to warhead provenance but requires long-term CoC within the regime to connect this confirmation with eventual dismantlement, which may occur many years later. In addition, confirmation at this time involves the relatively difficult technical challenge of measuring assembled weapons where nuclear signatures may be shielded by explosive material and/or the casing of the weapon itself. Information security concerns may also be heightened for measurements of an assembled weapon.

4.2 Pre-dismantlement – Immediately Pre-dismantlement

Another potential time for warhead confirmation measurements is immediately prior to dismantlement. Such a measurement may or may not represent the first set of confirmation measurements made on the declared TLI. Confirmation measurements made immediately prior to dismantlement provide added confidence that the item entering the dismantlement process is truly a warhead. The more time that elapses between the most recent warhead confirmation measurement and the dismantlement process, the more difficult it will be to maintain CoC.

If the confirmation measurements are only performed immediately pre-dismantlement, then maintaining CoC prior to this first set of measurements is only valuable if one is relying on provenance and/or movement of the item as a source of confidence in item legitimacy.
If confirmation is made immediately prior to dismantlement, the tie to dismantlement is much stronger, but the link to the original declaration, and entry into the regime, requires extensive CoC. As the warhead is still assembled at this point in time, the measurement challenge is probably no different than that described in section 4.1.

4.3 Pre-dismantlement – During transportation and storage

Warhead confirmation could also occur at any time during the pre-dismantlement storage and transportation. For the most part, the strengths and trade-offs inherent in such a measurement fall on a sliding scale between the “Entry into Regime” described in section 4.1 and the “Immediately Pre-Dismantlement” described in section 4.2. However, the one significant exception is that a robust CoC connection is now required for linking to both end points — the direct tie to either provenance or dismantlement has been lost with no specific compensating gain. For this reason, all else being equal, we would advocate making the primary confirmation measurements at one end or the other, and not at an intermediate position.

However, all else is seldom equal. If the CoC regime can begin on the delivery vehicle itself, practical and access limitations may prevent the warhead confirmation measurement from being made at this time. In this case, performing a confirmation measurement as soon as possible following entry into the CoC regime may increase monitor confidence.

In addition, random “challenge” measurements during transportation and storage can increase the monitoring party’s confidence that the TLI remains as declared throughout the process. These intermediate measurements would not replace the confirmation measurements, but would increase confidence that the item being tracked remains a TLI. Even if attribute measurements and/or provenance are used for initial confirmation, a template comparison may be the most effective way to perform these challenge measurements.

Another use of “intermediate” confirmation measurements is to re-establish CoC on an item if CoC has been lost at some point during the transportation and storage operations. It is never the intention to lose CoC, but it is important to have a recovery mechanism, such as re-confirmation, in case such a loss occurs. In addition, the access constraints discussed further in section 4.5 may have a significant impact on confirmation timing.

4.4 Post-dismantlement

There are two potential types of confirmation measurement that may take place post-dismantlement. The first, and most obvious, is to confirm that an item is dismantled, i.e., that the HE and the FM are separate. Although the dismantlement confirmation itself presents challenges (as touched upon in section 2), the timing of dismantlement confirmation is not in doubt.

Following dismantlement, the TLI confirmation measurement is significantly changed and may be simplified. However, some of the critical characteristics that “make a weapon a weapon” may be lost in the dismantlement process:

- By definition, the shielding effects of HE need no longer be considered post-dismantlement. In addition, since the FM is no longer part of a warhead, the storage and packaging requirements will be changed. If the relevant characteristics are primarily nuclear, like the attribute examples given above, then the reduction in shielding may make nuclear measurements faster, more effective, and more discriminating.
- However, if other characteristics, such as relative FM and HE geometry, are important in the definition of a warhead, then post-dismantlement confirmation adds little or no confidence to an attribute measurement. The effectiveness of this type of warhead confirmation depends explicitly of the declared characteristics of the warhead and the mix of attribute measurement, template comparison and provenance used to make this confirmation.

The CoC requirements for confirmation that a declared item has been dismantled are essentially non-existent as warhead confirmation and dismantlement confirmation are occurring simultaneously (or nearly so). Conversely the CoC requirements for tying the dismantled TLI to the originally declared TLI become more extreme — in particular, the required CoC link now passes though the dismantlement “black box.”

4.5 Comparisons and Analysis

All four potential times for performing warhead confirmation measurements illustrated in Figure 1 have advantages and disadvantages for authentication — some of which have been discussed above. The determination of which confirmation timing is most suitable will depend directly on the details of the particular treaty being confirmed. Two limiting examples can illustrate this concept:

- If a treaty is purely concerned with item dismantlement, then post-dismantlement confirmation provides the strongest link between the item and the dismantlement process. In this extreme, CoC prior to dismantlement becomes less important as the link to regime entry is not a major goal.
- Conversely, if a treaty is purely concerned with keeping track of warheads within a monitoring regime, then confirmation upon entry into the regime provides the strongest, and most timely, tie to the warheads themselves.
In practice, it seems unlikely that a monitored dismantlement treaty would fall into either of these extremes cases. Some of the factors used in determining the most effective times to perform warhead confirmation measurements are: (1) the treaty importance of accepting warheads into the regime, (2) whether a useful provenance of the warhead is available, (3) whether the movements of the item through the monitoring regime provide additional confidence that the item is a warhead, (4) the relative confidence in CoC during different stages of the monitoring regime, (5) the planned types of warhead confirmation measurements (templates or attributes), (6) practical considerations such as the measurement difficulty due to amount of shielding around the item at different points in the monitoring regime, (7) the degree of host sensitivity concerning the container details and/or geometry of the item at different points in the monitoring regime, (8) safety requirements for measuring the item at different points in the monitoring regime, and (9) accessibility of the item, measurement equipment and/or radiation test sources at different points in the monitoring regime.

As regime acceptance (1) becomes more important in treaty verification, warhead confirmation at entry into the monitoring regime also becomes more important. If item provenance (2) is used as a source of confidence that the dismantled item was indeed a warhead, then it is necessary to maintain CoC continuously from entry into the monitoring regime to post dismantlement regardless of when warhead confirmation measurements are performed. Similarly, if item movements (3) through the monitoring regime add confidence in item legitimacy, then CoC must be maintained continuously starting before the movements until after dismantlement. The optimum timing of confirmation measurements may still be influenced by confidence in CoC (as discussed below) but may be dominated by considerations of measurement ability, safety and security.

If item provenance and movements provide only limited confidence and must be supplemented with confirmation measurements, then the timing of warhead confirmation greatly influences (and is influenced by) the type of CoC (4) required during different phases of the monitoring regime. The availability of CoC tools influences the optimum timing of warhead confirmation measurements, and maintaining CoC during dismantlement is relatively more difficult than maintaining CoC during storage and transportation.

A good example of a trade-off between CoC and confirmation timing results from the differences of performing confirmation measurements either before or after dismantlement. Regardless of timing, maintaining CoC between the most recent warhead confirmation measurements and post-dismantlement is necessary in order to confirm that the item that is dismantled does (or did) meet warhead confirmation criteria. If the warhead confirmation measurements are performed before dismantlement, then CoC must be maintained through the dismantlement process. Performing warhead confirmation measurements post-dismantlement avoids the relatively difficult task of maintaining CoC during dismantlement.

There is interplay between the timing of different types of warhead confirmation measurements (5). In particular, a template comparison may be best performed prior to dismantlement due to the changes in radiation signatures that accompany dismantlement. Although the attribute examples given in this paper can be measured either before or after dismantlement, some other potential attributes, such as ones based on relative geometry of FM and HE, could only be performed before dismantlement. Attributes that must, by their nature, be performed before dismantlement may provide a stronger indication that an item is a warhead. However, such attributes could also be more sensitive and have not been used in measurement systems to date.

There are practical (6) and security (7) ramifications of measuring assembled weapons pre-dismantlement or components post-dismantlement. Before dismantlement, the assembled item may have more shielding, thus complicating the technical ability to make the measurement and the geometry of the assembled weapon may be more sensitive than the geometry of the disassembled components increasing security concerns. The safety (8) ramifications depend on the item and the facility. An assembled weapon is usually in a highly stable (and safe) state and it may be easier to perform confirmation measurements on an assembled weapon than on a disassembled component containing HE. On the other hand, confirmation measurements on a disassembled FM component may have fewer safety considerations than measurements on an assembled system containing HE. Safety considerations will influence access (and in particular the required distance between detectors and TLI) to the item for the measurement equipment.

The accessibility (9) of an item through the various stages of monitored dismantlement can have a very direct influence on the optimum confirmation timing. Measurement techniques such as neutron multiplicity counting and image generation can require large detectors, which are physically incompatible with some locations.

Perhaps the best combination (from an authentication point of view) of measurement strengths, CoC strengths, and efficiency would be achieved by performing warhead confirmation upon entry into the regime (or as soon as practical), immediately pre-dismantlement, and post-dismantlement, with a monitoring party option to perform confirmation measurements at various points during the storage and transportation phases. Steps back from this ideal would be made after considering
the nine factors described above. One possible way to decrease the measurement burden while maintaining monitor confidence would be to give the monitoring party the option of performing measurements at any of these times while still requiring that the confirmation measurements be performed a certain percentage of the time.
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During the ESARDA Symposium 2013, a panel discussion on dismantlement verification took place, where technological and political issues were debated. As specified in this article, the major discussion points were the benefit of multinational, in particular European, technical engagement and correspondingly possible implications and future work that could be done in the context of ESARDA. The discussion was hosted by the ESARDA Novel Approaches / Novel Technologies and Verification Technologies and Methodologies Working Groups as well as the German Network for Nuclear Disarmament Verification (see www.disarmament-verification.org)

The purpose of this discussion was to promote a European debate on dismantlement verification. It was found desirable to create a dialogue between the European arms control and technical communities. Given the diversity of national perspectives within Europe on these issues, the question was what could be jointly done. The panelists represented a heterogeneous group from those nations which are currently major stakeholders in this debate. Among the panelists were Mona Dreicer (US, Lawrence Livermore National Laboratory), David Keir (UK, VERTIC, formerly Atomic Weapons Establishment), Ole Reistad (Norway, Institute for Energy Technology), Annette Schapper (Germany, Peace Research Institute Frankfurt) and Sergey Zykov (Russia, IAEA). The panel was moderated by Götz Neuneck (Germany, Institute for Peace Research and Security Policy).

Discussions on the Panel

The panelists stressed that international engagement between the potential actors should be promoted as the way to find solutions to verification development challenges. If methods and tools were developed unilaterally, how could the other party trust them? Joint research and development was proposed as a way to enable maximum trust in the functionality by all involved parties. The panelists found that one must strive for balances and compromises here. In particular, according to the Nonproliferation Treaty’s Articles I and II, no proliferative information may be disclosed to non-nuclear weapon states. Further reasons such as national security and others further limit the amount of information the host party is willing to give. The inspecting party would therefore have incomplete knowledge about the verification situation which makes the development of methods and tools more difficult. The inspecting state would therefore be interested in a maximum of (non-proliferative) information. This dilemma must be solved cooperatively for joint research and development to succeed. This might require a change of attitudes on both sides through understanding the other’s needs: Nuclear weapon states could revisit if helpful non-proliferative information could possibly be declassified. Non-nuclear weapon states must accept that not all information can be given to them and that sometimes explaining why access to certain information is denied cannot be given.

The main question of the discussion was then how to trigger such engagement that would enable such joint activities – as a capacity - and confidence-building measure in its initial state. Keeping in mind the European focus, engagement was largely discussed in the context of nuclear weapon state – non-nuclear weapon state cooperation, though noting that initiatives among nuclear weapon states are also valuable, such as the Trilateral Initiative between the US, Russia and the IAEA. A strong European precedent for such cooperation is the UK-Norway-Initiative, which continues to look into relevant issues such as the development of an information barrier for warhead authentication as well as managed access of inspectors in a high security host facility. While Norway is a key player in this regard, some other non-nuclear weapon states appear to be silent, though this issue could be more relevant to them because of the Nonproliferation Treaty’s Article XI calling for disarmament “under strict and international control”. One panelist asked that – given there are few such initiatives - how to convince non-nuclear weapon states that verification is “for them”. How can academia play a part? The role of the International Atomic Energy Agency was also discussed, finding that in particular in the past, the Agency was rather committed to this topic through the Trilateral Initiative and that there could be a future role. In regard to getting more states involved, it was stressed that inclusion requires careful discussions without mirror-imaging, i.e. assuming that the other states’ interests would be the same.

Everybody agreed that a good start would be informal or formal cooperation at a scientific or technical level. Many verification issues are of hard scientific nature. It was
stressed that meaningful research can be conducted without access to classified information through working on principal issues of measurement technology or managed access. The benefit of technical collaboration would not only be the research results, but furthermore that the respective research communities are often linked to political decision-makers which could become convinced of the importance of this topic. Scientific engagement could have the form of international exercises and workshops; one participant advocated a “nuclear disarmament laboratory” including purpose-made research programs.

Besides scientific collaboration, the panelists agreed that political needs should be discussed and analyzed. One participant raised the question of what level of intrusive verification is expected and what political boundary conditions must be considered. How much verification is enough? Another participant argued that one should step back and analyze risk paths to find out where verification must be the strongest, somewhat like the Safeguards state-level approach discussed in the IAEA.

An overriding problem identified during the discussion was the lack of funding. Some panelists criticized that funding is often only made available when there is an immediate need for verification solutions, for example because of on-going treaty negotiations and that there are only few actors who currently perceive the need for immediate action. The panelists agreed though that research need for arms control verification is indeed immediate, given that problems have a sincere complexity both from a technical and an implementation point of view, therefore requiring much research and development. Efforts should therefore be strengthened now so that solutions would be available until politically desired.

Precedence of such an approach is the Group of Scientific Experts that researched monitoring technologies and data analysis methods relevant for the Comprehensive Test Ban Treaty verification long before treaty negotiations. Furthermore, one participant argued that the easiest way to hide warheads was now, so that dismantlement verification could become relevant much sooner than Global Zero. All in all, the participants saw a sincere lack of needed funding for such activities, especially in non-nuclear weapon states.

Potential Engagement for ESARDA

According to the panelists, ESARDA would be an excellent forum for further deliberations on dismantlement verification. Firstly, ESARDA participants have the needed expertise, ranging from nuclear detection and Safeguards experts to researchers with an interdisciplinary orientation, emphasizing that much expertise from Safeguards are helpful to develop dismantlement verification methods and tools. Secondly, ESARDA provides a heterogeneous international (European) forum consisting of both nuclear weapon and non-nuclear weapon states. Therefore, it appears that ESARDA could be a good platform to broaden efforts and to encourage experts with relevant expertise to start thinking about this topic. Already now, the Novel Approaches / Novel Technologies and the Verification Technologies and Methodologies Working Groups have dismantlement verification on their agenda and plan to continue to work on that subject. Efforts like this could mark the beginning of a more comprehensive European engagement with dismantlement verification which should be supported given the wealth of technical expertise that already exists within Europe.
Focused Working Group Activities on the Subject of Measurement Uncertainties and Reference Material Needs

J. Tushingham

In November 2011, the ESARDA Working Group on Standards and Techniques for Destructive Analysis (WG DA), in close collaboration with the International Atomic Energy Agency (IAEA), held a dedicated workshop on ‘Uncertainties in Nuclear Measurements’. The workshop facilitated an exchange on the concepts and methods of measurement uncertainty estimation among reference material institutes, safeguards laboratories, nuclear and environmental material analysts and, in particular, operators on estimation of measurement uncertainty in nuclear measurements. Plenary lectures on fundamental metrological concepts for the estimation of uncertainty in nuclear measurements; and measurement uncertainty in material balance verification were followed by sessions on nuclear material analysis – for both accountancy and non-accountancy purposes – and environmental swipe sample analysis. A number of important recommendations were made on conclusion of the workshop, including a proposal to hold a dedicated workshop involving the ESARDA WG DA; the Working Group on Techniques and Standards for Non-Destructive Analysis (WG NDA); and the Working Group on Novel Approaches/Novel Technologies (WG NA/NT).

The three Working Groups WG DA, WG NDA and WG NA/NT subsequently held a joint workshop in March 2013. The workshop addressed the needs for standards/reference materials supporting DA and NDA instrument metrology and conformity assessment, and their application in estimation of measurement uncertainty, including uncertainty in nuclear data in view of new approaches in safeguards and needs for improvement of accuracy of existing DA and NDA techniques. A plenary lecture on Euratom safeguards was followed by sessions on inspections and evaluations, destructive analysis, non-destructive analysis and novel technologies. The findings and points of discussion from these sessions were formulated into a series of recommendations including priority needs for reference materials, strengthening the understanding of metrological principles, compliance with international standards and the need to address the requirements of traceability at the outset of measurement development. A particular outcome of this workshop was that all participants recognised the need and the benefit of intensifying cooperation and exchange between safeguards; operators; research; and metrology communities, and follow-up activities were suggested.

Two detailed reports, providing summaries of the discussions held during the workshops and recommendations arising from the workshops, are now available. The abstracts are presented on the following pages, whilst the full reports may be downloaded from the ESARDA website:

https://esarda.jrc.ec.europa.eu

The Chairs of the Working Groups involved anticipate further collaboration in the future, with a joint meeting currently under discussion for Luxembourg 2014. Meanwhile, the Working Group Chairs take this opportunity to express their appreciation to all participants of the 2011 and 2013 workshops, and to the IAEA and DG Energy, respectively, for hosting the workshops.
Report on the Workshop on UNCERTAINTIES IN NUCLEAR MEASUREMENTS Organised by the ESARDA Working Group on Standards and Techniques for Destructive Analysis (WG DA)
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Abstract:

The ESARDA Working Group on Standards and Techniques for Destructive Analysis (WG DA), in close collaboration with the International Atomic Energy Agency (IAEA), organised a dedicated workshop on ‘Uncertainties in Nuclear Measurements’. The workshop was held in conjunction with the annual working group meeting at the IAEA Safeguards Analytical Services (IAEA-SGAS) Seibersdorf Laboratories (SAL), Austria, on 8-9 November 2011. The focus of the workshop was to exchange concepts and methods of measurement uncertainty estimation among reference measurement institutes, safeguards laboratories, nuclear and environmental material analysts and, in particular, operators on estimation of measurement uncertainty in nuclear measurements. Participation was open to ESARDA WG DA members and to a limited number of invited participants from expert and research institutes. Forty-eight representatives from the main European and international nuclear safeguards organisations, nuclear measurement laboratories, nuclear industry and experts from environmental sciences institutes, participated in this workshop. Fundamental metrological concepts for the estimation of uncertainty in nuclear measurements were presented by Roger Wellum, retired from Institute for Reference Materials and Measurements (IRMM) in the first plenary lecture. The second plenary lecture was given by Claude Norman from the IAEA on measurement uncertainty in material balance verification. The plenary lectures were followed by three sessions, the first on nuclear material analysis for accounting purposes, the second on nuclear material analysis for non-accounting purposes, and the third session was dedicated to Environmental Swipe Sample Analysis. The findings and points of discussion from these sessions were further discussed in a working group using the ‘World-Café’ approach around three selected topics, ensuring that all participants could benefit from the ‘collective intelligence’. This report is a summary of the points of discussion raised during the sessions and in the working group, with main emphasis on the recommendations for the topics of approaches to uncertainty, sources of uncertainty, and knowledge of uncertainty. As in previous workshops organised by the ESARDA WGDA, all participants recognised the need and the benefit of intensifying cooperation between the nuclear safeguards and nuclear forensics communities, nuclear industry and environmental sciences institutes.
Abstract

The ESARDA Working Groups on Techniques and Standards for Destructive Analysis (WG DA); on Techniques and Standards for Non-Destructive Analysis (WG NDA); and on Novel Approaches/Novel Technologies (WG NA/NT) organised a dedicated workshop on ‘Reference material needs and evaluation of measurement uncertainties in Destructive (DA) and Non-Destructive Analysis (NDA)’. This workshop was hosted by the European Commission Directorate General Energy (DGENER) Nuclear Safeguards in Luxembourg from 5-7 March 2013. The workshop addressed the needs for standards/reference materials supporting DA and NDA instrument metrology and conformity assessment, and their application in estimation of measurement uncertainty including also uncertainty in nuclear data in view of new approaches in safeguards and needs for improvement of accuracy of existing DA and NDA techniques. The focus was to establish a regular exchange on these topics relevant to all three working groups with a special emphasis on supporting the needs of safeguards inspectors and evaluators. Participation was open to members and observers of the three ESARDA WGs, to DGENER and to a limited number of invited participants from expert and research institutes. Forty-nine representatives from the main European and international nuclear safeguards organisations, reference measurement institutes, metrology institutes, nuclear measurement laboratories, nuclear industry and from environmental sciences institutions participated in this workshop. The plenary lecture on ‘Euratom safeguards – inspections – evaluations’ given by DGENER was followed by four sessions, the first on ‘Safeguards – Inspections and Evaluations’, the second on ‘Destructive Analysis’, the third on ‘Non-Destructive Analysis’, and the fourth session on ‘Novel Technologies’. The findings and points of discussion from these sessions were further discussed in a working group using the ‘World-Café’ approach around five selected topics, ensuring that all participants could benefit from the ‘collective intelligence’. This report is a summary of the points of discussion raised during the sessions and in the working group. The WS participants proposed recommendations for setting priorities on needs of reference materials in DA and NDA, for strengthening the understanding based on metrological principles and the Guide to the expression of uncertainty in measurement (GUM) between different approaches in uncertainty estimation for DA/NDA, and in the evaluation of reported results. Furthermore recommendations were given in view of compliance with international standards and the implementation of quality systems. Research and development towards new methods, new instruments, novel technologies, and modelling should be carried out having in mind right from the outset the requirements of feasibility, transparency, traceability and accuracy of measurement results. A particular outcome of this workshop was that all participants recognised the need and the benefit of intensifying cooperation and exchange between the safeguards; operators; research; and metrology communities, and follow-up activities were suggested.